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FOREWORD

This workshop NSAIS-ROW´19 is the third one in the series of workshops organized by the 
North-European Society for Adaptive and Intelligent Systems (NSAIS). The first workshop 
took place more than ten years ago, it was followed by a workshop in 2016, and this is the 
third international event organized by NSAIS. The idea of this workshop is to continue the 
series of workshops around the areas of interest to the NSAIS in Northern Europe. 

This time the workshop is organized in association with the Finnish Real Options Society 
(FROS) and includes real options as one key topical area. The workshop is supported by the 
Manufacturing 4.0 (MFG40) Finnish Strategic Research Council project No. 313396. The 
conference is organized at and supported by Lappeenranta-Lahti University of Technology 
(LUT) Lappeenranta campus – the organizers thank the aforementioned organizations for 
their support.

This proceedings includes altogether nineteen abstracts of the submissions presented at the 
NSAIS-ROW´19 workshop. They include authors representing eleven nationalities. The 
papers are a mix along the topical theme of the conference with many contributions to the 
fields of economic and financial decision-making and analytics in general. All abstracts have 
undergone an editorial peer review. The organizers thank the international scientific program 
committee and the reviewers for their support.  

Pasi Luukka, Chairman, NSAIS-ROW´19 program committee, President of NSAIS 

Mikael Collan, Co-Chair, NSAIS-ROW´19 program committee, President of FROS 
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Abstract—This extended abstract presents further exploration 
of the behavioral biases of a decision-maker under the baseline 
approach in multiple-criteria decision making (MCDM). More 
specifically it presents a simple formal model of these biases based 
on a specific mechanism of criteria weights generation. While 
classical MCDM defines the decision problem as a choice between 
multiple alternatives, the baseline approach recently proposed by 
us highlights a special role of one of the alternatives, the baseline. 
The baseline alternative is the one that the decision-maker is 
currently in possession of or a set of the characteristics of the 
absence of a solution in case no current solution is available. We 
have recently proposed two algorithms of weights creation – 
“craving the unavailable” and “appreciating the possessed” and 
their combination in MCDM with a baseline. In this work we 
explore how different level of satisfaction with the baseline and the 
extremity of its evaluation with respect to the criteria affect the 
decision-maker’s perception of other alternatives.  

Keywords—multi-criteria decision making, baseline approach, 
behaviorism, operations research, customer choice.  

I.  INTRODUCTION  
Various decision making biases in multiple choice problems 

have been detected experimentally [1, 2]. A recent study aims at 
explaining the underlying mathematical mechanism that 
governs irrational evaluation of alternatives [3]. The baseline 
approach challenges the assumption of standard multiple-criteria 
decision-making (MCDM) problem formulation of the equal 
nature of all alternatives [4-6]. Instead, a special role is assigned 
to the baseline alternative, the one that occupies the current 
solution slot or, in other words, the one that is currently 
possessed (or the “empty solution slot”, i.e. the characteristics of 
the absence of a solution are used to represent the baseline). A 
simple combination of rules for weight formation that depends 
on the evaluation of the baseline leads to arising of multiple 
behavioral effects observable in reality. Such as the willingness 
to stay with the baseline when an alternative is the same or even 
slightly better as long as the satisfaction with the baseline is 
high; constant switching between opposite alternatives (in terms 
of their evaluation with respect to the criteria) when satisfaction 
with both is relatively low [3]. Satisfaction here represents the 
overall evaluation of the alternative or its equivalent. In this 

paper, we use (5) to calculate the value of satisfaction with an 
alternative , i.e. . 

In this paper we further explore the baseline approach by 
systematically examining the results of the valuations under 
different satisfaction levels with the baseline alternative and 
different extremity of the evaluation of the alternatives with 
respect to the criteria. We illustrate the conclusions with an 
artificial example. 

II. THE BASELINE APPROACH 
The baseline approach postulates that the baseline is 

perceived the better the higher the criteria values it has (the 
appreciating possessed rule), while the alternatives are perceived 
the better the higher they fulfill the criteria that are saturated 
lower by the baseline (the craving unavailable effect). Let us 
assume  alternatives  and a baseline alternative 

, and  criteria . Without any loss of generality, let 
us assume a benefit type scale represented by the interval 

for all the criteria. 

Assuming linear relationships the appreciating the 
possessed weights are defined as  

, (1) 

where j is criterion index, , and 

eB
Cj is the estimate of the j criterion in the baseline, 

emin and emax are the corresponding minimum and maximum 
of the evaluation scale.  These weights reflect the decision-
maker’s need to preserve saturation of criteria that he/she is 
already used to under the given baseline alternative.  

The craving the unavailable weights are defined in the 
opposite way, representing the craving for improvement of 
saturation in those criteria, that are currently not sufficiently 
saturated by the baseline alternative. These weights are 
computed in the following way: 

. (2) 
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financial support received from the Finnish Strategic Research Council, grant 
number 313396 / MFG40 - Manufacturing 4.0 and by the Specific University 
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Youth and Sports of the Czech Republic in the year 2019. 



The whole set of the alternatives is evaluated based on the 
combination of these weights 

 (3) 

using the weighted sum 

 (4) 

where is the overall evaluation of an alternative , 
.  

Finally, the satisfaction with the baseline  is 
defined by how much its evaluations with respect to the criteria 
are different from the mean value of the evaluation scale 

: 

 (5) 

S > 0 implies that the baseline estimates on average are 
higher than the mean of the evaluation scale. 

III. NUMERICAL EXPERIMENTS AND CONCLUSION 
The results of the numerical experiments are presented in the 

Appendix 1. The chosen evaluation scale is [0,10] with benefit-
type interpretation. In the rows the extremity of estimates is 
changing starting from the case where the baseline is evaluated 
(close to) the best under one of the criteria and (close to) worst 
under the other criterion (this is denoted as the minmax case) to 
the close to average case (all evaluations of the baseline with 
respect to all the criteria are close to the middle scale value). The 
columns represent different satisfaction levels. The set of 
alternatives in every case includes: 

 the baseline alternative, 

 an alternative evaluated the same with respect to 
all the criteria (denoted as “same”), 

 an alternative for which the evaluations with 
respect to the two criteria are switched (denoted as 
“opposite”), 

 an alternative average in all the criteria (denoted 
“50/50”), 

 an alternative with the evaluation with respect to 
one criterion maximized and the evaluation with 
respect to the other one having the average value 
(denoted “100/50”), and 

 an alternative with both evaluations with respect to 
the criteria maximized (denoted “100/100”).  

The main conclusion from the experiments is that the 
positive satisfaction leads to high cost of switching where the 
opposite alternative is not preferred over the baseline, and in the 
minmax case even the “star” alternative “100/100” is not 

preferred over the baseline. Contrary, negative satisfaction with 
the baseline leads to the opposite and the “star” alternative is 
always preferable, and even the same alternative becomes 
attractive in the “close to average” case.  

As elaborated in the original introduction of the framework 
in [3], these effects can be interpreted by different perception of 
the uncertainty associated with switching to another alternative. 
When the satisfaction with the current solution is high, such 
uncertainty could be perceived as possible loss, while with low 
satisfaction the perception shifts towards possible potential or 
gain.     
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Risk attitude in the context of preference extraction
through questionnaires

Jana Stoklasová∗, Jan Stoklasa†, Tomáš Talášek‡, Azzurra Morreale§
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Abstract—Questionnaires are a frequent source of data in
social science and economics. In this paper we consider their
use for the extraction of information on preferences of decision-
makers and also for the identification of their attitude to risk. A
choice between two alternatives is considered - a risky one and a
non-risky one with a sure payoff identical to the expected payoff
of the risky alternative. We investigate how to obtain a correct
information concerning the preferences of the decision-maker in
this context. We also inquire how to assess the risk-attitude of
the decision-maker based on his/her response. We compare the
added/lost value of the use of questionnaire in the extraction of
preferences and in the identification of risk-attitude to the possible
added/lost value of the use of observation or experiment in this
endeavor. We discuss the limitations of our ability to distinguish
between indifference and incomparability by the results of a
choice-task of the possibility of inferring risk attitude correctly
simply based on the choices made by the decision-maker.

Keywords—preferences, risk, risk attitude, incomparability, in-
decisiveness, indifference, questionnaire, choice, behavior

I. INTRODUCTION

Preferences and risk-attitude are crucial concepts in eco-
nomics in the theory of consumer and in psychology. These
concepts also play a crucial role in decision-making in general.
Our ability to extract preferences from a decision-maker is vital
for the construction of utility functions. Our ability to assess
his/her attitude to risk is, in turn, required for the design of
normative models of decision-making under risk.

This paper deals with the issue of preference extraction and
risk-attitude extraction, or the limitations thereof, by the fre-
quently used tools of social-science research, such as question-
naires and observation. Field experiments, quasi-experiments
and experiments are not directly considered, although some of
the issues discussed in the paper might be applicable to the
experimental setting as well.

We argue that choice as such can, in certain settings, be
a rather weak piece of information for preference extraction
(and for the extraction of risk attitude as well). We therefore
discuss what information can be inferred from actually made
choices - mainly in the context of forced-choice situations or
questionnaire items where a single of the proposed alternatives
is to be chosen/selected. We also propose a set of modified
forced-choice answers (called quasi-forced-choice answers) for
questionnaires requiring the choice between two (or possibly
more) alternatives. This format of answers to be provided to the

respondents in a forced-choice setting was introduced in the
context of our previous research [1], [2]. We discuss its benefits
and limitations in the context of preference and risk-attitude
extraction and propose possible further research directions in
this area.

II. FORCED CHOICE AND PREFERENCES

Let us now consider a decision-maker (respondent) is faced
with a choice between alternative A and alternative B. The
only thing we assume is that these alternatives are understood
and imaginable for the decision-maker. In other words we
assume that the alternatives are meaningful for the decision-
maker and can be assessed by him/her. We do not make
any assumptions concerning the completeness of comparisons
(preferences), i.e. we do not rule out incomparability (as e.g.
the assumptions of utility theory do [3]).

Our main point of inquiry for the paper is the following -
what can we infer from a choice performed by the decision-
maker in terms of his preferences in the set {A,B}. There are
potentially four actual preferences:

• A is preferred over B, denoted A � B, with the
interpretation that A is not worse than B,

• B is preferred over A, denoted B � A, with the
interpretation that B is not worse than A,

• A is equivalent to B in terms of the overall criterion
used for the comparison (not necessarily in terms of
the individual criteria), denoted A ≈ B, with the
interpretation that the decision-maker is indifferent
between A and B,

• A and B are incomparable, i.e. the decision-maker is
unable to to confirm that A is not worse than B and
neither is he/she able to confirm the opposite, i.e. that
B is not worse than A. In terms of notation we would
have (A � B) ∧ (B � A).

Now, if we assume a rational decision-maker, the results of
the decision-making process expressed in a questionnaire (or
demonstrated by the behavioral results of the process) by a
choice between A and B in the forced-choice setting, would
be the following, in the respective order:

• the choice of A

• the choice of B



• the choice of either of the alternatives A or B;
note, that since both are considered equally good in
terms of the overall criterion, selection of either of
these alternatives optimizes the value of the overall
criterion. Even a random choice between A and B
can, therefore, in this case be considered rational.

• again the choice of either of the alternatives A or B;
since the alternatives are incomparable, there is no
simple way to consider one to be superior. If a choice
is required nevertheless, then either choice is as good
as the other one, since there is no simple (or even
rational) way to decide which one to choose, so a
random choice might be the only solution. In this case
it is questionable whether such a choice is rational, but
it cannot be performed in a more rational way.

From the above it is apparent, that forced-choice questions
or observation of behavior resulting in the choice of one of
the alternatives (A or B) do not help us uncover the actual
preferences at all. In essence the selection of A rules out
B � A, the selection of B rules out A � B in the forced
choice setting. But this is as far as we can get (see also e.g. [4]).
The possibility of identification of actual preference, indiffer-
ence and incomparability are nonexistent, as long as a repeated
choice is not performed. In case we have repeated choice, then
preferences and indecisiveness (covering incomparability and
indifference) can be distinguished [5]. When we do not have
the time to observe repeated choice, or when such a choice is
not repeatable in its essence, the forced-choice questions are
unable to identify preferences.

To deal with this issue, we have proposed a quasi-forced-
choice set of answers for the investigation of the preference
between alternatives A and B in [6] as summarized in Fig.
1. As we can see, the proposed set of answers allows for the
identification of clear preference by the first two options, but
at the same time allows for the identification of indecisiveness.
It is still not possible to distinguish between incomparability
and indifference, but at least clear preference can be extracted
at no significant cost. Note also, that the final result is still a
choice of one of the alternatives.

Fig. 1. A set of answers for the quasi-forced choice as suggested in [6]

III. FORCED CHOICE, QUASI-FORCED CHOICE AND RISK
ATTITUDE

Even thought the discussion of the possibilities of extract-
ing preferences based on a questionnaire with (quasi-)forced
choice or based on observation has so far been done in the
preference extraction framework, the issues are valid also for
the identification of attitude to risk. Let us now investigate
the link between forced choice and risk attitude. Our question
is the following: Can a forced choice between these two
alternatives reveal the attitude to risk of a decision-maker?

For this purpose let us assume that the alternative A
represents a sure gain for the decision-maker and B represents
a lottery (a risky alternative) with an expected gain identical to
the gain in A. For simplicity let us assume gain only, keeping in
mind that losses and the combination of gains and losses might
require separate investigation as evidenced e.g. by [7], [8]. Let
us adopt the following definitions of risk attitude (adapted in
line with [9]):

• The decision-maker is risk seeking, if he/she prefers
a risky alternative with an expected gain of x over an
alternative resulting in a sure gain of x.

• The decision-maker is risk averse, if he/she prefers an
alternative resulting in a sure gain of x over a risky
alternative an expected gain of x.

• The decision-maker is risk neutral, if he/she is indif-
ferent between a risky alternative with an expected
gain of x and an alternative resulting in a sure gain
of x.

It would thus seem that choice can be a manifestation
of risk attitude as well as long as we consider the setting
suggested in this chapter. Note, that the forced-choice approach
suffers from the same shortcomings now as it does in the pref-
erence extraction setting. However, since only three possible
attitudes to risk are considered, the findings obtainable by this
approach are slightly stronger:

• If A is chosen, then risk seeking can be ruled out.
The decision-maker can thus be either risk averse or
risk neutral (in case of risk neutrality, A could have
been chosen randomly as a result of forced choice and
indifference between A and its risky counterpart B).

• If B is chosen, then risk aversion can be ruled out.
The decision-maker can thus be either risk seeking or
risk neutral (in case of risk neutrality, B could have
been chosen randomly as a result of forced choice and
indifference between B and its sure counterpart A).

If we apply the quasi-forced choice approach, then the choice
of A is a clear indication of risk aversion, B is a clear indi-
cation of risk-seeking. Having ruled-out two out of the three
considered risk attitudes, then both “I cannot decide” answers
would point to risk-neutrality by the process of elimination.
Note that if our assumption of only three risk attitudes holds,
then the quasi-forced choice is actually capable of identifying
the risk attitude in this setting.

IV. CONCLUSION

In this paper we investigate the possibility of extracting
preferences and risk attitudes by questionnaires with forced-



choice questions and by observation. We conclude, in line with
previous research, that in this setting the choice is not sufficient
to identify preference and/or risk attitude. We therefore suggest
quasi-forced choice questions, that allow for the identification
of indecisiveness. The ability of identifying indecisiveness (i.e.
incomparability of indifference) allows for the identification
of preference. In the risk-attitude setting, it allows for the
identification of risk-seeking and risk-aversion, and as long
as only three modes of risk-attitude are assumed, of risk-
neutrality as well by ruling out the two previous cases.
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in Economic Analysis. A Pilot Study of a Verification of a Normative
Model for R&D Alliances,” Fuzzy Economic Review, vol. 21, no. 2, pp.
19–46, 2016.

[7] D. Kahneman and A. Tversky, “Choices , Values , and Frames,” American
Psychologist, vol. 39, no. 4, pp. 341–350, 1984.

[8] A. Tversky and D. Kahneman, “The framing of decisions and the
psychology of choice.” pp. 453–458, 1981.

[9] D. Kahneman and A. Tversky, “Prospect Theory: An Analysis of
Decision under Risk,” Econometrica, vol. 47, no. 2, pp. 263–292, 1979.



Managerial cognition and firm performance

Tarkiainen, A., Luukka, P., Jantunen, A. Bergman, J-P., Kuivalainen, O., Stoklasa, J.
School of Business and Management,

Lappeenranta-Lahti University of Technology LUT,
Lappeenranta, Finland

Abstract— In this study, we empirically assess the relationship
between shared managerial cognition and firm performance. We
find that cognitive diversity within the firm is positively related to
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I. INTRODUCTION

Scholars in strategic management have increasingly
directed their attention towards differences in managerial
cognitive structures in order to understand organizational
sense-making processes [1]. This phenomenon is generally
referred to as managerial cognition in management studies
literature. The diversity in managerial cognition is generally
seen as a source of heterogeneity in firm strategies and
performance [2]. In this study, we empirically assess the
relationship between shared managerial cognition and firm
performance. We develop hypotheses and test them with
empirical data, which combines results of strategy simulation
(CESIM Global Challenge) and measures of shared managerial
cognition (within and between firms) based on elicited
cognitive maps of students at international business strategy –
course.

II. LITERATURE REVIEW

When thinking about organizations, it should be noted that
managers work in teams gathering, sharing, and attending to
relevant information and jointly analyze and integrate it
creating shared representations on a certain issue or situation
[3]. Therefore, it is actually the differences in shared
managerial cognition that is the source of heterogeneity in firm
strategies and performance. The differences in shared
managerial cognition may occur at least at two different levels
of analysis: a) cognitive diversity among the members of
management teams, and b) cognitive diversity among the firms
that are competing against each other in the same market.
Interestingly, the word shared has two opposite meanings [4]:
a) it may refer to things that are in common, or b) it may refer
to dividing up things. Strategic management of the firm is a
complex task, and therefore can be considered as a task that is
beyond the cognitive capabilities of one person [5]. In this
meaning, shared mental model is built on cognitive diversity
within decision-making groups, which is a necessity for
emergence of wider horizon of opportunities for organizational
renewal and surveillance in competitive environment.
However,  dark  side  of  this  cognitive  diversity  is  that  it  may
lead to difficulties in reaching consensus, which slows down
decision-making and diminishes organizational responsiveness

to environmental changes [6]. Thus, it seems that also the other
meaning of sharedness of mental models, i.e. having something
in common, is important. At the level of managerial cognition
between organizations, this is related to differences in
dominant logic of the market. If a firm’s shared managerial
cognition differs significantly from the dominant cognition in
its markets, it may enable them to introduce radical innovations
to the market, and create value more efficiently compared to its
competitors. However, the drawback of having different
dominant logic is that the firm’s strategy may lack fit with the
logic of the market it operates in, and consequently lead to poor
performance. Our review of extant literature reveals that
cognitive diversity has mainly been assessed as between firm
diversity. When shared cognition within the firm has been
studied, the applied approaches are mainly characterized by
focus on similarity rather than diversity. The exceptions that
have not focused on similarity have relied on research methods
that do not enable assessment of actual knowledge structures
(e.g. surveys).

Based on literature review above, we draw four hypotheses:

H1: Cognitive diversity between firms in a market is related
to firm performance.

H2: Cognitive diversity within firms is related to firm
performance.

H3: Cognitive diversity between firms in a market has a
nonlinear U-shaped relationship with firm performance.

H4: Within firm cognitive diversity has a nonlinear inverted
U-shaped relationship with firm performance.

III. METHODS

A. Sample and procedure
The empirical data was collected during years 2014 and

2015 in a course of International Business Strategies in
Lappeenranta University of Technology, School of Business
and Management. In the course, the students participated on a
simulation exercise (4 student groups represented 4 separate
competitive markets), where they worked in teams of 4-5
people (see Table I). In teams (which represented firms in each
market), students first developed their strategy for a
multinational corporation operating in mobile business. Their
individual cognitive interpretations of strategic issues were
collected by causal mapping technique, which followed the
procedure outlined by [3]. The individual maps were
aggregated to shared maps at the levels of team, which
represented shared maps of organizations. The shared maps of
teams in each market (i.e. student group) were further



aggregated to shared cognition (or dominant logic) of the
market. After returning their strategic plans and cognitive
causal maps, students competed against each other (in the four
separate markets) for 8 weeks in CESIM’s Global Challenge –
simulation (https://www.cesim.com/simulations/cesim-global-
challenge-international-business-strategy-simulation-game).

TABLE I. SAMPLE OF THE STUDY

Participants

Student groups (markets)
Number of

teams
(firms)

Number of
students in

teams
2014 Group 1 9 49

2014 Group 2 8 39

2015 Group 1 7 34

2015 Group 2 7 34

Total sample 31 156

B. Measures
Firm performance was taken from the simulation and it was

the cumulative total shareholder return after 8 rounds (i.e. fiscal
years) of implementing strategy. Codes for cognitive diversity
computations were implemented with Mathworks Matlab
R2013b software. The measure for between firm cognitive
diversity was calculated from aggregated shared map of a
market and shared map of the firm using generalized distance
formula proposed in [3], which is further developed from [7]
distance ratio. It captures the distance between firm’s shared
cognition and the shared cognition of the market. Between firm
cognitive diversity in a market was calculated with Mathworks
Matlab R2013a software. The measure for within firm
cognitive diversity was calculated average of team members’
distances to team’s shared map. Again, we used generalized
distance formula [3], which is further developed from [7]
distance ratio. This measure captures the average distance
between team members’ cognition and firms shared cognition,
and thus represents the amount of cognitive diversity within
each team (i.e. firm). The measures are free from common
method biases, because dependent variable and the independent
variables are collected from different sources.

IV. RESULTS

The hypotheses were tested with OLS-regression. Dummy
variables were used to control for market-specific
characteristics, such as competitive intensity. Orthogonalized
squared terms of the cognitive diversity variables (both
between and within) were used, in order to avoid problems
with multicollinearity. The results of hypothesis testing are
presented in Table II. The effect of Between firm diversity is
non-significant, and consequently H1 is not supported. H2 is
supported since the effect of Within firm diversity is significant
at p<0.05. The firms with higher levels of internal cognitive
diversity perform better in terms of shareholder return than
firms with lower levels of internal cognitive diversity. We did
not find support for hypotheses H3 and H4.

TABLE II. OLS RESULTS

Table Head
Dependent variable: Total cumulative

return to shareholders (%)
β t-value VIF

Control variables

Market dummy1 .487 2.66 b 1.68

Market dummy2 .711 4.28 a 1.38

Market dummy3 .507 2.91 a 1.52

Linear effects
Between firm diversity (H1) .170 1.05 1.32
Within firm diversity (H2) .406 2.25 b 1.63
Non-linear effects

Squared between fd (H3) -.036 -.24 1.12
Squared within fd (H4) -.120 -.80 1.14
R2 .541 a

a p<0.01; b p<0.05; c p<0.10

V. DISCUSSION

We find strong support for the view that cognitive diversity
among management team predicts positively firm performance.
We do not find support for our hypotheses on cognitive
diversity between the firms in the market. Thus, our findings
provide empirical support for the view that cognitive diversity
within decision-making groups is a necessity for emergence of
wider horizon of opportunities for organizational renewal [6].
We also assessed the potential nonlinear effect, which posits
that high level of this internal cognitive diversity would slow
down decision-making and diminish organizational
responsiveness to environmental changes [6], but we do not
find support for this phenomenon.
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Abstract—This extended abstract outlines the first planning 

steps of developing an artificial intelligence system for investment 
crowdfunding. The system will match investment projects with 
interested investors taking into account multiple factors, such as 
project attributes, risk-attitude and return expectations, as well as 
existing behavioral patterns of the investors. The first stage of the 
system development is collecting historical data from the cross-
European crowdfunding aggregator website. However, with a rare 
opportunity to collect such an extensive, the design of the data 
collection should be carefully thought though. This abstract aims 
to provide a short overview of the data collection planning for the 
further use in the thorough development of data collection design.    

Keywords—crowdfunding, investors’ behaviour, data collection. 

I.  INTRODUCTION  
Investment crowdfunding is a relatively new form of 

financing that allows startups and small and medium enterprises 
(SMEs) to raise funding in form of equity or debt for their 
projects through the Internet. The research on investment 
crowdfunding has been a growing body of the academic and 
professional literature in the recent years, with the main focus on 
project and company attributes that drive investors’ attention, 
decision to invest and, ultimately, the success in raising funding. 
According to [1], the majority of authors investigate the single 
factors affecting the investors’ decisions, and more recently 
there has been attempts to predict the outcome of the funding 
round by synthesizing those factors in the models and   applying 
machine learning techniques [1].  

Nevertheless, scarce of research exist on behavior of 
investors [2], mainly due to the lack of data. The investment 
crowdfunding platforms are not willing to cooperate and to 
provide their data to the researchers, some databases for the 
research were created by collecting information from the 
websites manually and therefore, the investor-level data is 
incomplete, the sample sizes are small, and many variables are 
missing [3, 4]. Limited number of observations implies other 
limitations of the current research, leaving many questions 
unanswered, such as the effect of the size, the age of the 
company, and the project type on success in equity 
crowdfunding. Some researchers [5] expect that the cross-
country research to have great potential, however, conducting 
this research will require creating a bigger database on 
investment crowdfunding in cooperation with the crowdfunding 
platforms.  

A cross-European database on investors’ profiles, 
transactions and the invested projects would allow to apply the 
machine learning to better understand, who the investors are, 
how they select investment opportunities, and what kind of 
criteria they use in decision making, what kind of factors affect 
their behavior, especially their individual traits, previous 
behavior and behavior of others, and how these factors interact. 
Understanding behavior of various groups of investors and 
triggers of investment decisions will become a foundation for 
creation of the model for the recommender system, which will 
allow to match the projects with the investors and predict the 
funding behavior of investors. 

Developing the process of data collection for such a cross-
European investment crowdfunding database is the aim of this 
study. 

II. THE PROJECT DESCRIPTION 
 The future cross-European database is a part of the project 
on developing an artificial intelligence (AI) system for the 
investment crowdfunding. This project will be run in 
cooperation with the Privanet Group Oyj, research input from 
LUT University, and access to the databases created at Crowhow 
platform. Privanet Group Oyj is a Finnish investment service 
provider, that operates an equity crowdfunding and a real estate 
lending platforms and online marketplace for trading the 
securities of unlisted companies through the Group company 
Privanet Securities Oy. Crowhow AI is a Business Finland 
funded project, an initiative of the Privanet Group Oyj. The 
objective of the Crowhow AI project are to create an 
international crowdfunding aggregator and a secondary market 
for unlisted shares.  The aggregator will work as a service, 
providing information and possibility to invest to the ongoing 
funding rounds of the leading European crowdfunding 
platforms, mainly the members of European Crowdfunding 
Network. The service aims to help investors find suitable 
investment opportunities as smoothly as possible from among 
growth companies looking for crowdfunding by applying AI. 

III. DATA COLLECTION PRINCIPLES 
The process of data collection will include several steps. 

First, it will start from the literature review on the investment 
(and other types) of crowdfunding, behavioral finance, customer 
relationship management, and application of machine learning 
for predicting customers and investors behavior. As an outcome, 
and based on the objectives of the research, the list of needed 



variables will be created. These variables will create the 
following groups of factors:  

 investor-level factors: investor profile and the 
associated transactional data; 

 project-level factors: company/project attributes, 
company founders’ attributes, etc; 

 contextual factors: behaviour of other investors, 
communication with the staff on the platform, 
platform design, text and visual information of the 
project description, and other factors, affecting the 
cognitive processes of the investors.  

Based on the list of the variables, the following actions will 
be defined, such as the structures of investor information 
questionnaires, structure of transactional data, and the methods 
of collecting and categorizing textual and visual data. As the 
final step, the data structures will be implemented into the web-
site design, and the data collection will start approximately in 
September 2019 with the launch of the Crowhow platform. The 
data collection design therefore, is a critical step in data 
collection, since it will define the structure of data in the very 
beginning of data collection. This is an unique opportunity to get 
a better quality international level data, compared to the datasets 
used in the crowdfunding research before. 

 
Fig. 1. Steps of data collection 
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I.  INTRODUCTION 
Feature selection is a dimensionality reduction technique 

that selects a feature subset from the existing features in a 
dataset [1]. The objective of feature selection is to reduce the 
dimensionality of a dataset by discarding features that are 
irrelevant and that deteriorate the ability of a classifier to assign 
observations well to classes [2], [3]. It exists essentially in two 
forms, a supervised and an unsupervised version. In the first 
form, the class of observations is known, whereas in the latter 
form the class labels are unknown [4]. In the context of this 
paper, we focus on the supervised feature selection methods 
introduced by Lohrmann et al. [5] and Luukka [6]. Both of 
these methods, the fuzzy similarity and entropy (FSAE) feature 
selection [5] and the feature selection method by Luukka 
(2011) [6] are so-called filter techniques. Filter techniques are 
next to wrapper functions and embedded functions, one of the 
three types that feature selection methods can be divided into 
[7]. The defining characteristic of supervised filter methods are 
that they embody a part of the feature pre-processing and 
discard features premised on each feature’s characteristics and 
consistency [7], [8]. In this paper, we suggest an adaptation of 
the feature selection method of Luukka (2011) and the FSAE 
using intra-class similarity and, for the FSAE, a normalization 
of its scaling factor. 

II. METHODS 
The feature selection approach by Luukka (2011) [6] 

computes the similarity between all observations and the ideal 
vector of each class and, subsequently, deploys an entropy 
measure such as from De Luca & Termini [9] or Parkash et al. 
[10] to determine how “informative” each feature is. The 
features that are least informative, and because of that possess 
the highest entropy, are suggested for removal.  

The FSAE approach was recently introduced and is an 
adaptation of the feature selection method by Luukka (2011). 
It deploys a scaling factor to account for the distance between 

class representatives [5]. The class- and feature-specific 
scaling factors are multiplied with the feature- and class-
specific entropy values to adjust their level of informativity. In 
other words, they allow for each feature to adjust them 
according to how far each class representative (ideal vector) is 
from the other classes’ representatives.  

In this paper, we suggest to use intra-class similarity values, 
meaning that only the similarity of observations with their 
own class’s ideal vector is considered. This is in contrast to 
the previous version of the FSAE and the method by Luukka 
(2011) and replaces the idea to incorporate the similarity of all 
observations to all class ideal vectors. Moreover, for the FSAE 
the scaling factor for the class- and feature-specific entropy 
values is normalized by the variation in the observations in the 
different classes. The objective of the first change is to make 
the entropy of classes only dependent on each classes’ 
variation. Moreover, for the FSAE, the normalization of the 
scaling factor aims to account for the variation in the classes 
when calculating the distance between their representatives. 

III. DATA 
The datasets created to illustrate the improvement of the 
feature selection method by Luukka (2011) and the FSAE are 
three artificial examples including two features.  
 

 
Figure 1: Artificial examples for feature selection 

The three artificial examples have in common that the first 
feature is completely or at least to a large extent overlapping 



for all classes. Moreover, this feature is less relevant than the 
second feature that can basically linearly separate all classes.  

IV. RESULTS AND CONCLUSION 
The original feature selection method by Luukka (2011) 

and the FSAE are compared with both, the adjusted version of 
the method by Luukka (2011) and the adjusted FSAE using 
also intra-class similarity and a normalized scaling factor. The 
feature removal decision for the first artificial example (see 
Table 1) shows that the adjustment of the approach of Luukka 
(2011) changed the removal decision from the second, more 
discriminating feature to the first, irrelevant one. The FSAE in 
its original and adjusted version both select the second feature 
and discard the first one. However, the feature ranking with the 
adjusted FSAE is more distinct than of the original algorithm. 

 

Example 1 Feature 1 Feature 2 Removal
2773.9 3385.1
55.0 % 45.0 %

924.6 134.1
12.7 % 87.3 %
2766.8 1354.4
32.9 % 67.1 %

101960.0 4.6
0.0 % 100.0 %

FSAE (adjusted) 1

Original Luukka 
2011

Luukka 2011 
(adjusted)

2

1

Original FSAE 1

 
Table 1: Results first artificial example 

A similar situation is encountered for the second artificial 
example. The original method by Luukka (2011) suggests the 
removal of the second feature, which is capable to linearly 
separate the three classes. The adjusted method by Luukka 
(2011) and both FSAE methods correctly suggest the removal 
of the first feature. 

 

Example 2 Feature 1 Feature 2 Removal
3897.5 4133.7
51.5 % 48.5 %

739.6 376.4
33.7 % 66.3 %

2875 2093.5
42.1 % 57.9 %

566.7 59.5
9.5 % 90.5 %

Original Luukka 
2011

Luukka 2011 
(adjusted)

Original FSAE

FSAE (adjusted)

2

1

1

1
 

Table 2: Results second artificial example 

In the third example, both the original method by Luukka 
(2011) and the FSAE suggest to remove the second feature, 
which overlaps for at least 2 classes and for values in the range 
from 0.4 to 0.5 even for all classes. The two adjusted 
approaches both correctly select the first feature to be 
discarded. However, the decision made by the adjusted FSAE 
is clearer in terms of the variable importance values. 

Example 3 Feature 1 Feature 2 Removal
1517.3 3828.5
71.6 % 28.4 %

379.1 238.0
38.6 % 61.4 %
1514.1 2321.7
60.5 % 39.5 %

33832.0 53.1
0.2 % 99.8 %

Original Luukka 
2011

Luukka 2011 
(adjusted)

Original FSAE

FSAE (adjusted)

2

1

2

1
 

Table 3: Results third artificial example 

As demonstrated, adjusting the feature selection method of 
Luukka (2011) and the FSAE improves the feature ranking. 
Using intra-class similarity and normalizing the scaling factor 
of the FSAE ensures for all artificial examples that the 
irrelevant / less relevant feature is discarded. 
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Abstract—Pairwise comparison methods are a frequently used
tool for the calculation of weights of criteria, evaluations of
alternatives, for the ordering of objects and for multiple-criteria
decision-making and evaluation in general. This paper presents
a progress report on the development of a novel absolute-type
evaluation method based on pairwise comparisons. We discuss
how various types of scales can be converted into artificial
absolute scales as a prerequisite for absolute-type evaluation and
their further use in the derivation of absolute-type evaluations.
We conclude that using the so called (un)saturation thresholds it
is possible to use any type of criteria with any type of underlying
scale and obtain absolute type evaluations of the alternatives via
pairwise comparisons.

Keywords—pairwise comparison, absolute evaluation, multiple-
criteria decision-making, priorities, absolute-rating, acceptance,
saturation, threshold

I. INTRODUCTION

The popularity of pairwise comparison methods lies in their
simplicity and ease of use (see e.g. [1], [2], [3], [4]). The
requirements of these methods on the abilities and knowledge
of the decision-makers are low, yet the methods are able
to provide relative-type evaluations required for the selection
of the best alternative out of the set of alternatives, for
the ordering of alternatives and for the evaluation of these
alternatives. The practical use of these methods is wide [5],
[6], ranging from the evaluation of scientific monographs [7]
and works of arts [8], [9], [10], [11], to various economic and
industrial applications [12].

Pairwise comparison methods are based on the simple act
of comparing pairs of objects (alternatives, criteria). The set
of evaluated objects therefore needs to contain at least two
elements to be compared. The evaluations computed by these
methods are relative to the set of compared objects. It is
therefore clear that some applications of these methods are
ruled out. Mainly one of the goals of the decision-making
is impossible to achieve by relative-type evaluations. This
goal is the decision on acceptability or non-acceptability of
an alternative. Simply put, the best alternative in the set of
alternatives might still not be good enough to be accepted.
There are many real-life situations that require the ability
to decide on the (non)acceptability of an alternative - credit
scoring for loans, personnel selection, investment decisions,

etc. The need for absolute-type methods that would be able to
assist in these cases is therefore clear.

Absolute-type methods are being proposed [13], [14] in the
literature. The utilization of pairwise comparisons, which are
easy to administer and simple to explain to laymen decision-
makers, is, however, not frequent.

II. ABSOLUTE EVALUATION

For the purposes of this report we define absolute-type
evaluation as such evaluation, that has the following properties:

• it is provided on an absolute-type scale,

• for each alternative separately we are able to decide on
its acceptance/non-acceptance based on the evaluation,

• the evaluation of an alternative does not change if
the set of alternatives changes, i.e. if an alternative
is added to or removed from the set of alternatives,

• the evaluation of an alternative does not change when
the evaluations of other alternatives with respect to
one or more criteria change.

An absolute scale is such a scale that is bounded and contains
a natural maximum and minimum value. It is therefore mean-
ingful to consider absolute-type scales to be cardinal1 in their
nature (see e.g. [15]). Obviously, many real-life scales are not
absolute. We therefore suggest a method for the transformation
of scales that are not absolute into artificial absolute scales.
We suggest how to introduce these artificial absolute scales
for the frequently used types of scales2 including the nominal
ones. Our proposal defines the artificial minima and maxima
as representative values (or subsets) of the sets of completely
unacceptable and completely acceptable values of the original
scales respectively. The sets of completely acceptable and

1In some cases also a bounded ordinal scales e.g. the qualitative scale (low,
below-average, average, above-average, high) can have the required property
of absolute-type scales, i.e. the existence of a natural minimum and maximum.
However, the values of such scales (or their numerical representations) might
not constitute a cardinal scale. The existence of natural minima and maxima
might still suffice to obtain overall evaluations on an absolute-type scale.

2Nominal, ordinal, cardinal-ratio-type and cardinal-interval-type non-
absolute scales are considered. Other types of scales are left out of the scope
of this paper.



unacceptable values of the scale are defined using a fuzzy set3
representing acceptable values of the scale. Note, that these
fuzzy sets can be defined for nominal, ordinal and cardinal
scales, and also for all types of criteria, including benefit-,
cost- and target-value-type4 criteria. The kernels of these fuzzy
sets constitute the sets of completely acceptable values, the
complements to the supports of these fuzzy sets constitute the
sets of completely unacceptable values.

Saaty claims in [17] that the absolute level of evaluation is
already present in his Analytic Hierarchic Process (AHP), and
calls it absolute measurement AHP. The absolute measurement
AHP is capable of providing evaluations that are stable with
respect to the changes in the set of alternatives and with
respect to the changes in the evaluations of other alternatives
with respect to the criteria. However, the method results in an
unnecessary loss of information, and, Saaty does not propose a
way to use the results for the decisions on (non)acceptance of
alternatives. The resulting evaluation scale is also not absolute
in this method.

III. A SUMMARY OF THE PROPOSED ABSOLUTE-TYPE
EVALUATION METHOD

Having defined the artificial absolute scales, we can con-
struct pairwise comparison matrices for the comparison of
the (artificial) minimal/maximal values of the scales with the
evaluation of each alternative with respect to each criterion.
The (artificial) minimal/maximal values of the criteria scales
thus define an artificial ideal and anti-ideal alternative. We
calculate the local priorities of the alternatives (i.e. of the
actual alternative, of the ideal alternative and of the anti-ideal
alternative) with respect to each criterion by the geometric
means method (GMM) [18]. These local priorities of actual,
ideal and anti-ideal alternatives are aggregated into global pri-
orities by weighted geometric mean and interpreted in terms of
ratios, as advocated in [18]. Such ratios of priorities represent
evaluations on absolute-type scales, which can be used for
the decisions on acceptance/non-acceptance of alternatives and
also fulfill all the requirements we have introduced for an
absolute-type evaluation.

IV. CONCLUSION

In this paper we present the results of our work-in-progress
on an absolute-type evaluation method based on pairwise com-
parisons. We propose a definition of absolute-type evaluation
and a method for the conversion of non-absolute scales into
artificial absolute ones using fuzzy sets. Finally, we compute
the global priorities of the alternatives and an artificial ideal
and anti-ideal alternative by GMM and compute the ratios of
the evaluations of the alternatives to the evaluations of the
ideal and anti-ideal alternatives. These ratios are the required
absolute-type evaluations, that can be used for the decisions
on acceptability or non-acceptability of an alternative.

3We assume standard definitions of a fuzzy set, its kernel and support as
proposed by Zadeh in [16].

4Criteria which aim on achieving a specific value, e.g. square footage of a
flat, or daily time spent at work (it might not be reasonable to commute to
spend e.g. 10 minutes at work, and we might not want to spend more than 8
hours there, so something around 4-5 hours might represent a “sweet spot”),
etc.
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AHP - evaluating creative work outcomes of Czech Art Colleges
Classification of works of art,” Neural Network World, vol. 23, no. 1,
pp. 61–77, 2013.
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Abstract—This extended abstract aims at developing a decision 

tree block for a real option model based on the exercise boundary 
fitting method. The method allows for multiple real options and 
multiple sources of uncertainty, while also complying with 
financial theory. When multiple real options are introduced, the 
decision tree that represents all the possible combinations of 
exercising the available options can become complex. It should be 
automated for the purpose of preserving flexibility of the model. 
And therefore, the whole process of decision tree construction 
should be generalized. This abstract presents the solution to this 
problem. With this development the real option model rises to a 
new level and enables wider variety of cases to be analyzed.        

Keywords—decision tree, simulation, real options, exercise 
boundary fitting  

I.  INTRODUCTION  
This extended abstract presents the development of a block 

for a novel real option approach [1] based on the exercise 
boundary fitting method [2]. The exercise boundary fitting 
method adopts an idea of optimizing a threshold price for 
exercising an option to the real options framework. The method 
potentially allows incorporating multiple real options and 
multiple sources of uncertainty into a simulation model that 
complies with financial theory [2]. This enables modeling 
complex real-world investment cases, when all other approaches 
fail, analytical systems cannot be solved and trees and least-
squares Monte Carlo models explode in the exponentially 
growing number of scenarios.  

The method has been applied for a mining investment [1] 
with multiple real options, including delaying and staging the 
investment. However, one of the hurdles of its implementation 
was the automatization of the decision tree construction for 
different number of plant modules and decision points. This 
extended abstract presents the solution to this problem.     

 

II. THE EXERCISE BOUNDARY FITTING MODEL 
 The model consists of several blocks presented on Fig.1. 

 
Fig. 1. Schematic representation of the model 

Numerical assumptions (block 1), the decision tree (block 2) 
that represents all possible scenarios of exercising available real 
options, simulated uncertainty (block 3) e.g. product prices that 
follow mean-reverting or any other process are all inputs to the 
cash flow model (block 5) that dictates the logic of revenues and 
costs for every decision tree branch. The cash flow model 
assigns each decision tree scenario to every simulated path of 
uncertainty and calculates the value of every path. Which 
decision branch is realized at which uncertainty path depends on 
the overall value maximization (block 6). The optimization 
parameters are the threshold values of the uncertainty variables 
(or functions for two and more variables) at each decision node 
of the tree. As a result, the model delivers (block 7) these 
exercise boundaries (values or functions) and the corresponding 
share of paths that have ‘fired’ at every decision node.    

 

III. THE DECISION TREE 
The decision tree (block 2, Fig.1) is a combination of all real 

options available over the span of the decision points. The real 
options considered are to delay investment and to stage it. 
Therefore, at every decision node the investor has a choice to 
build either nothing or any number of modules up to the 
maximum possible size. Such a tree for three decision points and 
maximum size of 2 modules is presented on Fig.2. In case of a 
single course of uncertainty, a stochastic price, every decision in 
the tree is characterized by threshold prices. E.g. at the first 
decision point t1, building one module is profitable only for the 
simulation paths, where current price is higher than S1, and two 
modules if it is higher than S2. In case the optimization results 
into S1 = S2, this means that with the current assumptions and 
uncertainties, building one module at t1 is not relevant at all and 
the exercise share will be zero.          
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Fig. 2. Decision tree for maximum size of 2 modules and 3 decision times 

The programming problem addressed in this abstract is to 
transfer this tree structure and the corresponding threshold price 
indices into a matrix form and to generalize it for any number of 
decision points t and any maximum size of the plant, n. The 
output matrices should be of the size t*Nb, where Nb is the total 
number of branches of the tree, e.g. it is equal to 10 for the case 
in Fig.2.  

 

IV. IMPLEMENTATION 
The construction of the required matrix is implemented based on 
the idea to solve the money changing problem repeatedly for 
different size options (or number of modules) – since n or less 
modules can be build overall – and for all possible building 
stages – since the sum of modules built during all stages can be 
built in a different number of stages (e.g. all n in one or more 
stages). Subsequently, a number of zeros for the remaining 
stages are added to each of the solutions so that each solution 
contains entries (zero or non-zero) for all stages. After that, all 
permutations of these solution vectors are calculated and added 
together for all stages and size options. Finally, all entries in the 
resulting matrix are sorted in descending order to represent the 
preferred order of the decision tree. The calculations were 
implemented in Matlab and existing code for the money 
changing problem was deployed as part of the coded solution 
[3]. The entire code is presented in Appendix I and is illustrated 
for the case of a maximum of two modules and three decision 
points as in Fig.2. 
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APPENDIX I. MATLAB CODE FOR THE DECISION TREE MODULE 
 

clear all 
close all 
clc 

define n and t 

n=2; 

t=3; 

Calculation of scenarios (using 'money changing problem' and permutations) 

permMatall=[zeros(1,t)]; % initially one line of zeros 
seqn=1:n; 
 
for i=1:min(n,t) % for each number of items used (e.g. only 2 number used) 
    for j=max(1,i):n % for each sum of elements (e.g. sum has to be 3) 
        plist=partitions(j,seqn,[],i); % "money changing problem" 
        % code for 'partitions' function: 
https://se.mathworks.com/matlabcentral/fileexchange/12009-partitions-of-an-integer 
        if isempty(plist) 
        else 
            temp=[reshape(repelem(repmat(seqn,1,size(plist,1)), reshape(plist',1,[]))', [], 
size(plist, 1))', zeros(size(plist,1),t-i)]; % % Repeat copies of array elements (element-wise 
according to vector that defines number of replications); adding suitable number of zeros 
            permMat=[]; % empty permMat 
            for k=1:size(temp,1) 
                permMat=[permMat; unique(perms(temp(k,:)),'rows','stable')]; % unique function 
is needed since 0 0 are seen as two different values for permutations (hence 0 0 1 and 0 0 1 
are both listed in results) 
            end 
            permMatall=[permMatall;permMat]; 
        end 
    end 
end 
 
permMatallSorted=sortrows(permMatall,[1:size(permMatall,2)],'descend'); 
transpermMatallSorted=permMatallSorted'; % transposed version time x options 

 

Second part - s_low, s_high and inequality matrix 

s_low=zeros(size(transpermMatallSorted)); 

s_high=zeros(size(transpermMatallSorted)); 

clear A_opt 
A_opt_counter=0; 
b_opt=zeros(1,size(transpermMatallSorted,2)-1); 
Snum=0; % starting threshold number for S 
 
for i=1:t % for each time period 
 
    uniquePerm=fliplr(unique(transpermMatallSorted(1:i,:)','rows','stable')'); % find unique 
and start from right side (to left) 
    uniquePermNoZeroEnd=uniquePerm(:,uniquePerm(i,:)~=0); % all unique combinations that do 
not end on a zero (since for them no scenario needs to be counted - otherwise count is to 
high) - for s_low 



    uniquePermNoSumN=uniquePerm(:,sum(uniquePerm(1:i,:),1)<n); % all unique combinations that 
do not sum up to n (since these either are for at least one round at n, so s_high is zero, or 
they just reached n this round and s_high = s_max) 
 
    for j=size(transpermMatallSorted,2):-1:1 % backwards through the scenarios 
 
        % s_low 
        if transpermMatallSorted(i,j)==0 
            %s_low(i,j) is automatically zero 
        else 
            % s_low 
            % Determine index by comparison with (ordered) unique Permutation matrix 
            [~, loc]=ismember(transpermMatallSorted(1:i,j)',uniquePermNoZeroEnd','rows'); 
            s_low(i,j)=Snum+loc; % previous t's final (so highest) scenario number + current 
number of unique combination (from the right, so reversed) 
 
        end 
 
        % s_high 
        if sum(transpermMatallSorted(1:i,j))==n & transpermMatallSorted(i,j)==0 % if current 
one is zero and already maximum reached 
            % s_high(i,j) is zero since current element is zero and already sum is n 
        elseif sum(transpermMatallSorted(1:i,j))==n & transpermMatallSorted(i,j)~=0 % if with 
this round the maximum of n was reached 
            s_high(i,j)=size(transpermMatallSorted,2); % set to maximum 
        else % so if maximum is not reached until now (no matter what number < n appeared) 
                [~, loc]=ismember(transpermMatallSorted(1:i,j)',uniquePermNoSumN','rows'); 
                s_high(i,j)=Snum+loc; 
 
        end 
    end 
 
 
    % inequality matrix 
    % For the current time step (i) (row) consider all rows were at this 
    % time step is no zero e.g. 1 0 is discarded / not considered - and use all unique 
combinations 
 
    % uniquePermNoZeroEnd - unique combinations until this time step (ordered from right to 
left) 
    % uniquePermBeforeNow - unique combinations of uniquePermNoZeroEnd from 1 to i-1 timestep 
 
    if i==1 % special case if first time step since there are no previous paths 
        s_consecutive=uniquePermNoZeroEnd(1:i,:)'; 
        for l=1:size(s_consecutive,1)-1 % rule for consecutive items that share the same 
previous path 
            A_opt(A_opt_counter+l,:)=zeros(1,size(transpermMatallSorted,2)-1); % so that for 
all other values it is zero 
            A_opt(A_opt_counter+l,s_consecutive(l))=1; 
            A_opt(A_opt_counter+l,s_consecutive(l+1))=-1; 
        end 
        A_opt_counter=A_opt_counter+size(s_consecutive,1)-1; % adjust A_opt_counter 
    else 
 
        uniquePermBeforeNow=unique(uniquePermNoZeroEnd(1:i-1,:)','rows','stable')'; 
        for k=1:size(uniquePermBeforeNow,2) 
            [~, loc]=ismember(uniquePermNoZeroEnd(1:i-1,:)',uniquePermBeforeNow(:,k)','rows'); 
 
            if sum(loc)>1 % so if at least two outcomes (that do not end on a zero) have the 
same previous path -> inequality / relationship needs to be established 
               % index inequality matrix: look up the scenario S in the s_low matrix at the 
time i, where the two (or more) scenarios occur that have the same path up to time i-1 
                
s_consecutive=sort(unique(s_low(i,ismember(transpermMatallSorted(1:i,:)',uniquePermNoZeroEnd(:
,find(loc))','rows'))),'ascend')'; 
 
                for l=1:size(s_consecutive,1)-1 % rule for consecutive items that share the 
same previous path 
                    A_opt(A_opt_counter+l,s_consecutive(l))=1; 



                    A_opt(A_opt_counter+l,s_consecutive(l+1))=-1; 
                end 
                A_opt_counter=A_opt_counter+size(s_consecutive,1)-1; % adjust A_opt_counter 
            else 
                % nothing done since only a single threshold price for this path that does not 
need to be compared 
            end 
        end 
 
    end 
 
    % Adjust of maximum scenario of previous step 
    Snum=Snum+size(uniquePermNoZeroEnd,2); 
end 
 
 
transpermMatallSorted 
s_low 
s_high 
 

transpermMatallSorted = 
     2     1     1     1     0     0     0     0     0     0 
     0     1     0     0     2     1     1     0     0     0 
     0     0     1     0     0     1     0     2     1     0 
s_low = 
     2     1     1     1     0     0     0     0     0     0 
     0     5     0     0     4     3     3     0     0     0 
     0     0     9     0     0     8     0     7     6     0 
s_high = 
    10     2     2     2     1     1     1     1     1     1 
     0    10     5     5    10     4     4     3     3     3 
     0     0    10     9     0    10     8    10     7     6 
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Abstract—In this article we present the results of the inves-
tigation how variational Bayesian inference technique based on
Bayes by Backprop algorithm can perform in a modern specific
convolutional neural network (CNN) suggested by Google Inc.
also known as MobileNet. Additionaly, we open and broaden
possible applications of the results in economic practice.

I. INTRODUCTION

Machine learning technique of discovering valuable in-
formation from data individuals in a dataset became one of
the widespread technology of modeling and analyzing the
current state of various complicated processes. Recent success
in this field was achieved thanks to the mathematical model
called an artificial neural network [1-3]. This connectionists
system became valuable help as one of the alternative problem
solvers in many spheres like healthcare, retail, security, mobile
application development, and other industry.

The standard artificial neural network uses point estimation
of its neurons weights in a network layer. This called
frequentist method that assumes a huge amount of data to
learn through backpropagation [4]. The frequentist approach
had a meaningful impact on the artificial neural networks
research and development, data collection and warehousing
and still stayed as a successful approach in practice. However,
there is a problem of overfitting in the neural network in the
general case which is mainly solved by dropout technique [5].
Moreover, the model became overconfident on the inputs that
are not related to the types of data the model was trained
on. In order to get the model outperforming human vision,
we still need lots amount of training data to generalize the
estimation of the model and still need to apply the tricks of
avoiding model overfitting. In order to smooth the issues in
developing artificial neural networks and convolutional neural
networks especially, we suggest considering the current state
of the Bayesian approach to the problem [6]. We implemented
Bayesian version of MobileNetV1 and analyze how developing
variational Bayesian inference [7] for convolutional neural
networks based on Bayes by Backprop [8] can impact on
the results of the frequentist lightweight convolutional neural
network MobileNetV1. As a result, we open possible economic
applications of this model.

II. THE METHODOLOGY

There has been a wide range of developing different
methods related to the neural networks with a goal to consider
such fundamental property like robust, to make a model more
certain about its predictions, preventable from overfitting and
being able to acquire the obscure properties and generalization
of an object without collecting a lot of data [5,9,10,11].In
[8] new Bayesian method Bayes by Backprop was proposed.
Further explorations of the method led to the adaptation not
only for fully connected neural networks but also for recurrent
and convolutional neural networks [12,13].

Our extended Bayesian MobileNet was built on the original
MobileNet architecture [14]. The versions of MobileNet archi-
tecture stand on depthwise separable convolution operations
which were used in [15] and also implemented in Inception
model [16]. The depthwise separable convolutions were placed
as network modules in order to get the model with high speed
during its inference and thus to provide best computation
solutions. The convolutional neural network MobileNet was
invented specifically to exploit it in mobile devices and other
mobile technology where such properties like computational
power and memory have strict constraints and can be con-
sidered today as one of the state–of–the–art models in neural
networks.

The key concept of the latter Bayesian method can be
considered from the information theory. When we train the
weights of a neural network we approximate a distribution
q(w|θ), where θ – the parameters of the distribution we are
able to control, w – the weights of a neural network model. In
addition to the distribution q(w|θ), we understand that the real
process p(w) is unobserved and unknown. We observe only
the distribution p(w|D) , where D is the data individuals.
To compare q(w|θ) and p(w|D) we apply one of the most
common metrics between distributions named relative entropy
or Kullback–Leibler divergence:

KL(q(w|θ) ‖ p(w|D)) =

∫
q(w|θ)log q(w|θ)

p(w|D)
dw (1)

Then we exploit the Bayesian rule w.r.t. network weights
w and data individuals D :



p(w|D) =
p(D|w)p(w)∫
p(D|w)p(w)dw =

p(D|w)p(w)
p(D)

(2)

In (2) p(D|w) is the likelihood of the evidence that our
hypothesis about the weights is correct, p(w) is our prior
knowledge and p(D) – the evidence or the likelihood or
the evidence under any circumstances. Considering (2) in
Kullback-Leibler divergence (1) we get:

∫
q(w|θ)log q(w|θ)

p(w|D)
dw =

∫
q(w|θ)log q(w|θ)p(D)

p(D|w)p(w)dw =

=

∫
q(w|θ)log q(w|θ)

p(w)
dw−

∫
q(w|θ)logp(D|w)dw+logp(D)

(3)

As a result of (3), we may get an optimization problem
which can be solved using the so called local reparmetrization
trick [11]:

θ� = argmin Eq(w|θ) (logq(w|θ)− logp(D|w)− logp(w))
(4)

In the case of convolutional neural networks, one more fea-
ture was introduced in the Bayesian neural network paradigm
[13]. Instead of direct weights w sampling the operation of
sampling layer activations b was suggested:

b = A � μ+ ε�
√
A2 � (α� μ2), ε ∼ N(0, 1) (5)

In (5) � means the convolution operation, � component-
wise multiplication, α the receptive field in a convolution, the
variance multiplier.

First, we need to update the outputs of a CNN by the
frequentist inference operation. The single point estimate made
during frequentist inference is treated as the mean μ of
q(w|θ) in (8). The second convolution operation describes how
much neural network deviates from the estimation of μ. This
procedure also continues in fully connected layers at the end
of the convolutional network. Since the variance part of the
expression (5) is also determined by the mean , the second
convolution operation is aimed at learning the parameter α.

All layers in the Bayesian version of MobileNet as in the
origin MobileNetV1 are followed by batch normalization and
ReLU activation function. After the sequence of convolutions,
we have an average pooling operation and get fully connected
layer without ReLU nonlinearity. BConv in (Table 1) means
Bayesian version of convolution and BFullyConnected means
Bayesian fully connected neural network layer.

The Bayesian MobileNet was trained in Pytorch framework
[7] using the Adam method of stochastic optimization. We also
use less regularization technique and limit our experiments by
the real dataset sizes and did not artificially augment it. In order
to get comparable results we also trained the original frequen-
tist model MobileNetV1 with the same learning parameters as
for the extended Bayesian MobileNet.

TABLE I. BAYESIAN MOBILENET BODY ARCHITECTURE.

Type / Stride Kernel Size
BConv / s2 input channels x3x3x32

BConv d2 / s1 3x3x3x32 dw

BConv / s1 1x1x32x64

BConv dw / s2 3x3x64 dw

BConv / s1 1x1x64x128

BConv dw / s2 3x3x128 dw

BConv / s1 1x1x128x256

BConv dw / s1 3x3x256 dw

BConv / s1 1x1x256x256

BConv dw / s2 3x3x256 dw

BConv / s1 1x1x256x512

5x BConv dw / 3x3x512 dw
s1 Conv / s1 1x1x512x512

BConv dw / s2 3x3x512 dw

BConv / s1 1x1x512x1024

BConv dw / s2 3x3x1024 dw

BConv / s1 1x1x1024x1024

Average Pool / s1 Pool 7x7

BFullyConnected / s1 1024X1000

Softmax function / s1 1024 → num classes

III. EXPERIMENTS

The experiments with Bayesian MobileNet architecture
were conducted on three image datasets: MNIST, Fashion
MNIST, and CIFAR10 [17-19].

The MNIST dataset of handwritten digits consists of
60,000 training and 10,000 validation images and has dimen-
sion 1x28x28. The Fashion MNIST dataset similarly to MNIST
consists of 60,000 training and 10,000 validation images and
has the same dimension. The CIFAR-10 dataset of 60,000 RGB
images with three color channels in 10 classes, with 6,000
images per class, each image has a dimension 3x32x32. Each
of the classes has 5,000 training images and 1,000 validation
images (Fig.1).

Fig. 1. From top to bottom: MNIST, FashionMNIST, CIFAR10 datasets.

IV. CONCLUSION

First of all, we evaluated the performance of Bayesian
MobileNetV1. Table 2. shows the resulting validation accuracy
for our model among three datasets in comparison to the
original MobileNetV1.

MNIST and Fashion MNIST training batch sizes were set
to 32 data individuals, for CIFAR10 we reduce the number of
batch size to 16 to successfully run the computing. For MNIST
and Fashion MNIST we also limit the number of training
epochs to 10, for CIFAR10 we expanded the number of epochs
to 50 in order to get more extensive training perspective for
multiple channeled data. Additionally, the Bayesian model



TABLE II. CLASSIFICATION COMPARISON OF BAYESIAN

MOBILENETV1 AND MOBILENETV1.

Datasets validation accuracyModel
MNIST F-MNIST CIFAR10

Batch Size 32 32 16

Bayesian MobileNetV1,
Samples = 10 0,99 0,89 0,70

MobileNetV1 0,99 0,92 0,76

takes 10 samples to get the estimation of the model parameters
to learn.

All the initial iterations for both Bayesian and non-
Bayesian MobileNet start with frequentist estimation so the
initial training data is the same for both models. On MNIST
dataset for Bayesian MobileNetV1, we have comparable re-
sults to MobileNetV1. Despite the high speed of getting 0,99
level of accuracy for the frequentist MobileNetV1 (Fig.2),
there is much more valuable information that can be revealed
in the Bayesian perspective. The Bayesian perspective gives
information about the starting point of overfitting the model
on MNIST data. On Fashion MNIST and CIFAR10 dataset, the
Bayesian MobileNetV1 did not reach the same results as the
frequentist model. However, the plots for Bayesian training on
these datasets also have an indication of overfitting. The results
achieved for the CIFAR10 indicates that for multiple channeled
data more advanced sampling technique can be applied as it
was not enough to get less volatile accuracy during training
iterations.

Fig. 2. An example of Bayesian MobileNet training. MNIST dataset.

To sum it up, we discovered that the Bayesian framework
introduced in Bayes by Backprop [8] can be considered as
one of the valuable frameworks for alternative neural network
representation and training consequently. Different complex
frequentist network architectures can be modified in order to
get more reliable training results and some level of uncer-
tainty in the neural network. At the same time, the Bayesian
framework can be less computationally effective as it needs
to make samples to estimate weights in a neural network and
requires more memory to store the parameters of probability
distributions.

The results open a discussion to a wide range of economic
applications of Bayesian convolutional neural networks where
low level of false positive estimation is required and where
collecting huge amount of training data is quite difficult or even
impossible. First of all, systems of reliable objects detection
and data aggregation based on Bayesian CNN can be valuable
in agriculture equipment for automotive field service with
cultivated crops. Second, more traditional banking and postal
systems can be improved with such models in order to provide
reliable processing for documents, cards, securities, parcel in-
formation and user-friendly mobile applications for document

registration. Third, the retail analytics can be augmented with
such applications like goods recognition on the store shelf in
order to verify the location of goods. Additionally, Bayesian
neural networks can be a reliable model to analyse customers,
their in-store behaviour, understanding hot and cold shop
zones, canceled or pending goods. All the possible applications
mentioned can be considered as explicit analysis for data
collection and data understanding. In spite of the explicit
analysis we can also consider the application of the model in
implicit analysis. Thus, the Bayesian neural networks can be a
part of more complicated system. For example, the model can
provide new features from images like web advertisements,
cinema posters or cinema numbers of shots in order to set up
soft and desirable advertisements for users, recommend new
cinema from the extracted cinema shots information, to build
the customer profile and at the same time meet his or her
hidden needs with new recommendations.
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Abstract—This paper deals with the optimal maintenance 
policy selection in complex industrial systems consisting of 
several interconnected pieces of equipment. A combined 
approach of simulation-optimization and system dynamic 
(SD) modeling is applied. We present a method where 
optimized maintenance schedules of the available 
equipment are used as an input in an SD-model of an 
industrial process. The simulation process is demonstrated 
using a load-haul-dump (LHD) system from the mining 
industry, where the objective function is the total 
throughput of material within a specified period of time.  
 
Keywords—Predictive Maintenance; System dynamics; 
Simulation; Optimization 

 

I. INTRODUCTION 
 

Machine-specific maintenance history data allow predicting 
and flexibly planning future service schedules. The timing of 
these maintenance events have direct consequences on the 
production capacity of an overall industrial system. 
Maintenance in industry is traditionally considered as a 
necessary evil. As stated by [1] and [2], maintenance costs can 
rise up to 60 % of total production cost. In the case of critical, 
large-scale industrial equipment, the question of maintenance 
scheduling is no means a trivial one. However, when 
considering multi-machine environments (i.e. systems), 
optimization models are sparse due to the problem complexity. 
In this research, we present and discuss preliminary results from 
a simulation model usable for testing maintenance policies in a 
system setting. The purpose is to study how the combination of 
machine-specific maintenance policies effect the system’s 
capacity within a planning timeframe. 
 

For a state-of-the art review on simulation-based 
maintenance optimization, we advise the reader to refer to [3]. 
In general, maintenance activities can be divided into 

corrective, preventive, and condition-based. The work of Wang 
[4] summarizes a multitude of maintenance policies and 
replacement models available in the literature for single- and 
multi-component deteriorating systems. A further development 
of corrective and preventive policies is predictive maintenance. 
Mobley [2] shows that predictive maintenance is more than a 
maintenance policy: it serves as a tool for maintenance 
management, plant optimization, and reliability improvement. 
Frontiers in modern maintenance are also usually represented 
by condition-based maintenance (CBM) and prognostic and 
health management (PHM) [5], [6]. A key concept of predictive 
maintenance is to fit distributions into the existing historical 
data of maintenance. Taylor and others [7] illustrate a basic data 
analyses to determine equipment availability. Lashgari & 
Sayadi [8], show how to use equipment data to regress estimate 
of future maintenance costs.  

 
The role of equipment reliability in mining is highlighted by 

the complexity of new, advanced machinery and pressures from 
the competitive environment to meet the production targets of 
an individual mine (see discussion, e.g., [9]). A data-driven 
analysis of maintenance policy optimization in mining systems 
faces the problem of reliability behavior of equipment. As a key 
challenge to maintenance, [10], point out the number of mobile 
/ semi-mobile equipment hindering collection of “clean” 
datasets. Data collection is also inhibited by electronic-based 
system hardware failures (e.g. sensors, wiring, connectors, etc.) 
commonly occurring in harsh mining environments (see [9]).  
 

In this paper, we focus on the predictive maintenance of 
mining industry. Through simulation, we aim to find out, what 
is the optimal amount and timing of maintenance to be 
conducted for an LHD-configuration that serves as a critical 
part of the overall metal extraction process.  

 
 



II. METHODOLOGY 
 

The simulation model consists of two parts: a maintenance 
module and a system dynamic (SD) model of a metal mine. The 
former is created as a Matlab script, which runs the optimization 
simulation and feeds the input into the latter (SD-model) (see 
Figure 1). By simulating the whole loop for n-times we are able 
to uncover the effects of maintenance planning under 
uncertainty.  

 

 
Fig. 1. Illustrative representation of the optimization process 

The maintenance module (“(A)” in Figure 1) aims at 
maximizing the availability of the system under limited 
capacity of the maintenance workshop. The equipment is 
owned and managed by the company and the capacity of the 
workshop (performing maintenance) is limited. The 
maintenance module produces a set of alternative maintenance 
schedules, S, that are used as an inputs in a system dynamic 

(SD) model of the overall industrial system ((1)). The SD-
model (B) contains feedback-loops and second-order 
interactions, which means that we have to test, which of the 
feasible maintenance schedule(s) produce the maximum output 
of the system as a whole. The candidates for the optimal 
maintenance schedule are selected based on an n-folded 
sampling of the possible set of solutions (1). To avoid local 
optima, we use similarity number –based methods to examine 
close-to-optimal solutions ((3) and (4)) before giving the 
simulated suggestion of the proposed solution ((5)).  
 

III. RESULTS AND DISCUSSION 
 

We demonstrate the maintenance schedule optimization 
methodology using a realistic load-haul-dump (LHD) example 
from the metals mining industry. Monte Carlo simulations 
(MCS) together with sensitivity analyses (SA) are applied to 
discuss and verify the attained results.  
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Value Multi-Stage Real Option Investments
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Abstract—Real option analysis is recognized as a superior
method to quantify the value of real-world investment oppor-
tunities where managerial flexibility can influence their worth,
as compared to standard discounted cash-flow methods typically
used in industry. However, realistic models that try to account for
a number of risk factors can be mathematically complex, and
in situations where many future outcomes are possible, many
layers of analysis may be required. Recently, we introduced
a real options valuation methodology geared towards practical
use with mining valuation as a context. A key innovation of
the methodology is the idea of fitting optimal decision making
boundaries to optimize the expected value, based on Monte Carlo
simulated stochastic processes that represent important uncertain
factors. In this paper we will briefly present theoretical and
numerical aspects associated with the methodology in the context
of a Bermudan put option, then discuss convergence and stability
issues for utilziing the model to value an American put option,
and finally, present a deep neural network formulation that could
ultimately be expanded to a complex real option mining case
study.

Index Terms—Real Options; American Options; Boundary
Fitting; Mining Valuation.

I. INTRODUCTION

Real option analysis (ROA) is recognized as a superior

method to quantify the value of real-world investment opportu-

nities where managerial flexibility can influence their worth, as

compared to standard net present value (NPV) and discounted

cash-flow (DCF) analysis. The ability for managers to react to

uncertainties at a future time adds value to projects, and since

this value is not captured by standard DCF methods, erroneous

decision making may result (Trigeorgis (1996)). An excellent

empirical review of ex-post investment decisions made in

copper mining showed that fewer than half of investment

timing decisions were made at the right time and 36 of the 51

projects analyzed should have chosen an extraction capacity

of 40% larger or smaller (Auger and Guzman (2010)). The

authors were unaware of any mining firm basing all or part

of their decision making on the systematic use of ROA and

emphasize that the “failure to use ROA to assess investments

runs against a basic assumption of neoclassical theory: under

uncertainty, firms ought to maximize their expected profits”.

They make the case that irrational decision making exists

within the industry due to a lack of real option tools available

for better analysis. A number of surveys across industries have

found that the use of ROA is in the range of 10-15% of

companies, and the main reason for lack of adoption is model

complexity (Hartmann and Hassan (2006), Block (2007),

Truong, Partington, and Peat (2008), Bennouna, Meredith, and

Marchant (2010), Dimitrakopoulos and Abdel Sabour (2007)).

The focus of this research is the development of a real

options valuation methodology geared towards practical use

with mining valuation as a context. A key innovation of the

methodology is the idea of fitting optimal decision making

boundaries to optimize the expected value, based on Monte

Carlo simulated stochastic processes that represent important

uncertain factors. In this paper we will briefly present theoret-

ical and numerical aspects associated with the methodology

in the context of a Bermudan put option, then discuss con-

vergence and stability issues for utilziing the model to value

an American put option, and finally, present a deep neural

network formulation that could ultimately be expanded to a

complex real option mining case study.

II. METHODOLOGY

A. Bermudan Put Option

For the Bermudan put option, we consider a GBM stock

price process, St, as

dSt = rStdt+ σStdŴt, (1)

where r is the risk-free rate, σ is the volatility and Ŵt is

a Wiener process in the risk-neutral measure. We assume the

payoff of the option to be max(K−St, 0) and can be exercised

at times t = τ and t = T where τ < T . The value of the put

option can be written as

V0 = e−rτ

∫ ∞

0

max
(
K − x, PBSput

(x, τ, T, r, σ,K)
)

fSτ (x|S0)dx,

(2)

where PBSput
(x, τ, T, r, σ,K) is the Black-Scholes formula

for the value of a European put option with current stock price

x, maturity T − τ , risk-free rate r, volatility σ and strike K,

and fSτ (x|S0) is the density for Sτ given S0. As can be seen

in equation (2), the optimal exercise occurs when

K − θ∗ = PBSput(θ
∗, τ, T, r, σ,K), (3)

where θ∗ is used to denote the exercise price at t = τ . Equation

(3) can be solved using numerical methods and thus the option

value simplifies to

V0 =e−rτ

(∫ θ∗

0

(K − x)fSτ
(x|S0)dx+∫ ∞

θ∗
PBSput(x, τ, T, r, σ,K)fSτ (x|S0)dx

)
,

(4)

which, too, can be solved using standard numerical methods.
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To explore numerical issues regarding the proposed bound-

ary fitting methodology in the context of the Bermudan put

option, we simulate N risk-neutral paths for St. For a given

exercise price θ at t = τ , the value of the option for the i-th
path is given by

V
(i)
0 (θ) =�

S
(i)
τ ≤θ

(
K − S(i)

τ

)
e−rτ+

�
S

(i)
τ >θ

max
(
K − S

(i)
T , 0

)
e−rT ,

(5)

where S
(i)
t represents the value of St of the i-th simulated

path. The optimal exercise price can then be estimated as

θ∗ = argmax
θ

1

N

N∑
i=1

V
(i)
0 (θ), (6)

and the option value estimate becomes

V sim
0 =

1

N

N∑
i=1

V
(i)
0 (θ∗). (7)

Note that lim
N→∞

V sim
0 = V0, as required.

B. American Put Option

While there is no analytical solution for the value of an

American put option, we utilize a binomial tree to estimate

the value and the exercise boundary. To utilize the proposed

exercise boundary fitting simulation method, we again sim-

ulate N risk-neutral paths for St and assume the exercise

boundary to be function of the form h(t|�η), where t ∈ [0, T ]
and �η = [η1, η2, ..., ηn]

′ is a vector of constant parameters. We

define the first passage of time when the i-th simulation path,

S
(i)
t (equation 1), hits the boundary as

τ (i) ≡ min{t > 0, T : S
(i)
t ≤ h(t; �η)}, (8)

where T is the time to maturity of the option.

The option value of the i-th path is thus

V
(i)
0 (�η) =�τ (i)<T

(
K − S

(i)
t

)
e−rτ (i)

+ �τ (i)=T max
(
K − S

(i)
T , 0

)
e−rT ,

(9)

where K is the strike price. The optimal parameters can be

determined by using methods similar to those above, where

�η∗ = argmax
�η

1

N

N∑
i=1

V
(i)
0 (�η), (10)

from which the option value can be estimated as

V sim
0 =

1

N

N∑
i=1

V
(i)
0 (�η∗). (11)

C. Using Neural Network Models to Value American Put
Options1

While fitting a two-dimensional boundary for a single

spacial (risk-factor) dimension and time is somewhat straight-

forward, when we apply the boundary fitting methodology

1Note that this work is still under development and full results will be
presented at the conference

in a more realistic real options setting with multiple risk-

factors, the fitting of the boundary becomes significantly more

complex. To overcome this issue, we propose to utilize a neural

network framework where a multidimensional problem should

be relatively straightforward to solve. For proof of concept, in

this work we consider only an American put option – i.e. a

two dimensional problem.

Our proposed methodology consists of the following main

steps in the context of an American put option whose under-

lying stock value is St:

1) Develop a density image representing the probability of

the stock process achieving a given value of S at time

t.
2) Apply a deep neural network where the input is the

image and the outputs are discretized (in time, ti) of

Sti values representing the exercise boundary.

3) Optimize the neural network parameters to maximize the

value of the American put option.

The image will be of size N×M where N is the discretiza-

tion in stock price S and M is the discretization in time t
where t ∈ [0, T ]. Each cell will consist of a value between 0

and 1 representing the probability of St ∈ [St−ΔS, St+ΔS],
where ΔS is the discretization step in S. These probability

values can be determined from the theoretical distribution of

St or, especially for general processes, through Monte Carlo

simulation.

The deep neural network will consist of one or more

convolution layers, each followed by ReLU activation and

maxpooling, then followed by fully connected layers (number

to be determined). The output of the model will be Ŝti where

ti ∈ [0, T ], i ∈ 1, 2, ..., n are n user determined time intervals

for defining the exercise boundary with tn = T .

Monte Carlo simulated paths will be used to determine

the value of the put option for the given based on the Ŝti

values. Maximizing the value by adjusting the neural network

parameters will lead to the appropriate valuation and exercise

boundary.

D. Results

Histograms of V sim
0 of equation (7) resulting from the

simulations are presented in Figure 1, where the number of

simulation paths was varied from N = 102 to N = 106. In

each case, 1000 simulations were performed. In Table ?? we

present the mean and standard deviation of the 1000 simulation

runs for increasing N for V0 and θ∗. As expected, as N is

increased, the values for V0 and θ∗ approach those of the

pseudo-analytical solution.

For the American put option, we first explore the use of

cubic splines for h(t; �η). In Figure 2 we plot the results of the

optimization using 4 to 8 node cubic splines. Also plotted

in the figure are 20 randomly selected paths for St. The

nodes are spaced evenly over time. As can be seen, while

the error in option calculation is less than 5% on average,

the exercise boundaries are oscillatory and exhibit significant

error. Next, we explore the use of second, third and fourth

order polynomials for h(t; �η). The results are plotted in Figure
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Fig. 1. Histograms of V sim
0 for the Bermudan put option (note that each

case was simulated 1000 times).
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Fig. 2. American put option exercise boundary simulation using cubic splines
for h(t; �η).

3. The average error is approximately 0.5% and the exercise

boundaries are close to the optimal boundary. In Figure 4

we plot the results where we assume a piecewise linear

function for h(t; �η). As can be seen, as the order increases,

the optimal exercise boundary does not necessarily lead to

better results. We also note that the exercise boundary was

somewhat sensitive to the initial node values assumed for the

piecewise function however, while not shown here, the results

were further improved by forcing convexity on h(t; �η). In

general, the results of these trials look promising. We note that

the results for the neural network formulation are forthcoming.
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I.  INTRODUCTION 
Currently, industrialized countries withdraw a considerable 

amount of water for cooling purposes in thermoelectric 
generation. For instance, in the United States freshwater 
abstractions for thermal power plants account for 40% of all 
freshwater withdrawals of the country [1]. However, despite 
this fact, generally no statistical data on the water demand of 
specific power plants is collected [2]. The data scarcity of the 
implemented cooling technologies for specific power plants 
complicates the assessment of the water use in the power 
generation sector. In previous studies, the assignment of 
missing information on the cooling technology for specific 
power plants was conducted by either using (a) market shares 
of known plants in the region [3], (b) the cooling portfolio mix 
of the generator-fuel type from known power plants [4], (c) 
the historical development of different types of cooling 
systems [5] or (d) the location of specific power plants in 
relation to different water bodies: large rivers [5], [6], and the 
ocean coastline [3]. In this paper, we attempt to combine 
approaches applied previously and propose a new method of 
“filling up the gaps”, meaning conducting missing value 
imputation, in the cooling technology data using a decision 
tree classifier. 

II. METHODS 
Decision trees are a class of machine learning technique 

that can address classification and regression problems. The 
focus in this research will be on classification trees. These 
trees are applied for classification, which means that they 
harness the features of observations to assign them to discrete 
classes [7]. The classes for this application are the five distinct 
types of cooling technology that any power plant can take. The 
term ‘feature’ describes an (explanatory) variable or attribute 
contained in the data that was observed / recorded (e.g. the 
active capacity of a power plant) or in some form constructed. 
The objective of a classification tree is to divide and subdivide 
the feature space [8], [9]. Hence, the algorithm creates starting 

from the root a tree with branches up to the leaves, where each 
path to a leaf represents a set of rules for the features that 
predict the class of each observation [9].  

For each of the 145 regions, the top 3 cooling technologies 
are predicted. The cooling technologies were restricted for 
each region to the three largest since, first, the top three 
technologies account for on average 96% of all power plants 
in all regions, and, second, the minority technologies are 
frequently so small that they cause a strong class imbalance in 
the data. For regions with only a single cooling technology or 
with too few observations for cooling technologies in the 
minority classes, the assignment to the class was simply 
conducted via the majority class. For each of the remaining 
regions, the decision tree is set up based on cross-validation 
and optimization of the hyperparameter minimum leave size. 
The results reported in this paper are the mean accuracies for 
100 iterations that a decision tree was set up in this manner.  

III. DATA 
The main source of power plant data for this research is the 
GlobalData dataset [10], which was complemented and 
corrected by Farfan and Breyer [11]. 
 

 
Figure 1: Thermal power plant fleet by fuel type 

The presented dataset provides comprehensive information on 
13,863 globally active power plants with a total active power 
plant capacity of 4,182 GW (name, capacity, type of 
generator, fuel type, commission date, country and region, 



location coordinates, cooling technology, etc. were reported 
for each specific power plant). The type of cooling technology 
was reported for less than 90% of this global thermal power 
plant capacity and was assigned to one out of five types: dry 
cooling (or so-called air cooling), once-through cooling (or 
open loop cooling), recirculating tower cooling systems, 
recirculating pond cooling and inlet cooling systems. 

IV. RESULTS AND CONCLUSION 
The methodology of using a decision tree combined with 

the majority class approach was applied to the 145 global 
regions in the dataset. In 8 regions the database did not contain 
information on any power plants in that region, for 40 regions 
the assignment was conducted via the majority class, and for 
97 regions the data was suitable to be used with the decision 
tree classifier. The benchmark result is a simple assignment of 
all power plants in a region to the majority class, so the most 
common cooling technology in that region. This approach 
yields a mean classification accuracy of 70.85%. Deploying 
the decision tree together with the majority class was capable 
to improve this result to 82.78%. In order to highlight the 
improvement achieved with decision trees, the mean 
accuracies for the classification using the decision trees versus 
a simple majority class assignment have to be contrasted. The 
result of this comparison is displayed in Figure 2.  

 

Figure 2: Improvement of the mean classification accuracy 

The mean accuracy with the majority class assignment of 
the 97 regions that can be addressed with the decision tree is 
65.23%, which is well below the 70.85% achieved on the entire 
dataset. The application of decision trees improved the mean 
accuracy to 82.08%, which is an improvement of almost 17%-
points or about 26%. The figure reveals that the largest 
improvements in accuracy are achieved for those regions where 
the majority class assignment leads to low mean classification 
accuracies. Regions with accuracies of on average close to 80% 
accuracies could only be improved marginally, whereas regions 
with accuracies of around 50% could be improved by up to 
54.04%-points (119.2%).  

For this paper, we combined the decision tree classifier 
together with the simple majority class assignment applied in 

previous scientific research on the water-energy-nexus. Using 
this approach allows to combine historical information, the 
location of power plants, the combustion technology and other 
information to train a classification model. It was demonstrated 
that following this methodology with decision trees instead of 
exclusively using the majority class assignment when sufficient 
observations are available, can improve the accuracy of the 
assignment of the cooling technology for specific power plants 
globally. 
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Abstract—Stock market index time series are non-linear and 
changeable. As such, traditional methods used to model stock 
market dynamics do not provide sufficient forecasting accuracy. 
Therefore, new models are required which, by using the 
technologies of artificial intelligence and machine learning, will 
enable us to create reliable algorithms for analyzing and 
forecasting stock index behaviors. Non-parametric models based 
on the theory of chaos already exist, such as the Huang model. 
However, in reality, stock markets possess the feature of self-
organization and memory of previous events, so they cannot be 
fully described by the theory of chaos. In this paper, a stochastic 
dynamics model of stock index formation, which simulates self-
organization processes, memory and oscillations, is proposed. An 
analysis of the Dow Jones and Hang Seng stock indexes was 
conducted. Based on the data obtained, histograms for the 
probability density of amplitudes of stock index deviations, 
depending on the time interval of their calculations, were 
constructed. These histograms are asymmetric in relation to their 
maximum points, and oscillations of the probability density were 
observed. This research demonstrates how and why the 
dependencies derived cannot be described within the framework 
of conventional models of diffused or coherent markets. The 
proposed model fits the data very well regarding the behavior of 
stock exchange index deviations. The model considers: possible 
distributional function asymmetry in relation to the maximum; 
oscillations; shift of the maximal amplitude distribution function; 
changes of height and width of the distribution which take place 
over time of amplitude calculation, etc. To create the model, 
schemes of probabilities of the system’s state-to-state transition 
(changes in stock indexes) were considered. Based on the 
proposed approach, a non-linear differential equation of the 
second order was obtained. The boundary problem for defining 
the probability density function for stock index deviation 
amplitudes depending on time was resolved. The differential 
equation contains a term describing potential for self-
organization. It also considers the presence of memory. The 
potential for oscillation occurrence is defined by the initial 
conditions. This stochastic model can be used for developing 
investment strategies and for supporting decision-making..   

Keywords—stock exchange index; distribution function; 
component; self-organization; investment strategy 
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This study is based on the AK-approach to describing the 
dynamics of key macroeconomic indicators proposed in [1]. 
The structure of the model equations allows interpreting them 
in terms of flows, stocks, feedback loops, and time delays, i.e. 
to build a system-dynamics simulation model provided the 
values of all model parameters are somehow determined. Here 
we concentrate on the problem of calibrating the model under 
consideration. 

The model equations bind gross output Y, capital stock K, 
consumption C, technological factor A, and capital depreciation 
rate d. Discrete approximation on the time interval [0, T] with 
step  leads to the equations 

tttttttt uKAKdAYY    (1) 

tttttttt uKCKdAKK       (2) 

ttttttttt uKAKdKAC 1   (3) 

where ut are independent normally distributed random 
variables with expected value zero and variance s2 . 

Y and C initial values in (1), (2), (3) are available in 
statistical sources. To determine parameters that are not 
available directly in the statistics, we have developed a model 
calibration procedure, based on comparing the simulation 
results to the statistical data. Note that the step  is one of the 
parameters to be determined. On the one hand, it should be 
small enough to ensure the convergence of the calculation 
method, on the other  large enough to leave stochastic 
component meaningful. To build an agreement criterion, we 
analyzed the values of the most common metrics  Mean 
Absolute Error (MAE) and Root Mean Squared Error (RMSE)  
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for Y and C and their combinations. The resultant criterion was 

minRMSERMSE CY .                    (4) 

To find the set of parameters delivering the minimum to the 
criterion (4) we used the numerical method combining the 

Nelder-Mead algorithm with the random search algorithm 
proposed in [2]. 

 When the values of all parameters are determined we can 
construct a system dynamics model (Fig. 1) that can serve as an 
analyzing and forecasting tool for macroeconomic indicators 
dynamics. 

 
 

Fig. 1. AK-approach based system dynamics model diagram
 

As for software tools, system dynamics is supported by 
several tools that appear to be very much alike. AnyLogic [3] 
seems to gain some advantages such as model export, cloud 
model execution, and interoperability with other software tools. 
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I. INTRODUCTION

The relationship between two states (or events) such that
one is a cause and other is its effect, is defined as causality (or
causation). When one sees a stone flying toward a windshield
and breaking it, one also perceives causality between these
two events, namely the stone hit and broke the windshield
[1]. Precisely, an individual’s perceived causality plays a vital
role in his/her decision-making, by providing a basis to select
the right decisions. In this research, we intend to assess the
perceptions of causal relationships in managerial cognition.

Inter-causality is a relationship between one causation to
another as a cause and effect, defined based upon a cognitive
map. This is a type of behaviors of causes and effects among
the elements in the cognitive maps apart from the other actions
such as direct or indirect, positive or negative, and forward or
backward causal relations as examples. In social science, a
cognitive map is defined as a mental model representing rela-
tionships among the states (elements) of a particular situation
[2]. Using graph theory, Bondy et al [3] originally defined the
topology of a cognitive map that it contains nodes indicating
the ideas or concepts and directional arcs which connect the
nodes indicating the relationship between those nodes with
the strength of the relationship. These typical relations are
causal relationships in the cognitive map, as Robert Axelrod
expressed (see chapter 1, [4]).

In an organizational setting, cognitive mapping has been
applied to produce efficient systems which aid strategic plan-
ning in businesses and support to keep the stability through
the changes in a particular environment. Especially, perceived
causality of various factors represented by a cognitive map
offers a whole image of inter-relationships between environ-
mental factors and strategic goals which influence in strategic
planning systems [5]. In general, today ambiguous business
environment is increasing interest in managerial cognition re-
search, especially in top managements perceptions on changes
in their environment. Research in managerial cognition and
organizational theory has long noticed the fundamental impor-
tance of managerial mental structures and their evaluations.
Thus, there is still a need for more comprehensive approaches
to analyze perceived causal relations to increase knowledge
on how individual cognitive constructs scale into a collective
level. Along with that, this research topic is to examine the role
of perceived causalities on behalf of beliefs on a strategic issue

interpretation among the boards of managers (graduate stu-
dents represent the decision-makers/ managers) making sense
of sustainable competitive advantage. To do that, we introduce
a comprehensive approach based on the fuzzy set-theoretic
qualitative comparative analysis. The method developed with
this study serves to scrutinize and interpret the inter-causal
relations in the cognitive maps and identify the main concepts
which contribute to strong causal relationships which can
influence the other causal relations.

II. DATA AND METHODS

1) Data: For our study, we used data of shared cognitive
maps collected through an eight-week business simulation task
on strategy implementation that was conducted by strategic
management teams of graduate students. The used data con-
tained 71 individual maps belonging to 16 groups, and the
simulation task has been driven at the end in 2016. The causal
maps have been produced based on 40 strategic issues and their
effects on cumulative total return. Each member of the group
was asked to choose 12 strategic constructs most relevant to the
cumulative returns according to their knowledge and unique
views while creating his/her cognitive map. To applied data
into calculations, we first transformed the cognitive maps data
into adjacency matrices (40 strategic issues + cumulative total
returns define each dimension of the matrix). Each cell value
of these matrices represents the strength (∈ [−3, 3]) of a causal
relation between two strategic constructs.

2) Fuzzy set-theoretic consistency and coverage measures:
Fuzzy set-theoretic qualitative comparative analysis (fsQCA)
initially introduced by social scientist C. Ragin [6], provides
powerful tools to find what combinations of characteristics of
cases are necessary or sufficient to produce an outcome [7].
The fsQCA attempts to recognize logical connections between
causal conditions and outcomes, and the results summarize
all sufficient combinations of the causal conditions and the
outcomes [7]. There are two important notions in fsQCA,
consistency and coverage. Consistency indicates causal config-
urations percentage of similar structures that exhibit the same
results. If the value of consistency is low for a configuration,
then empirical evidence does not support the situation. Thus, a
threshold for the consistency of at least 0.75 is reasonable to be
used in investigations [8]. Coverage indicates the percentage
of cases covered by valid configurations. In contrast to con-
sistency, low coverage value of a configuration does not mean
less relevance [9]. It is also considered that coverages ranged
of 0.25 and 0.65 are more suitable for explanatory solutions
[10]. In this work, consistency and coverage measures are



the key theoretical aspects applied to explore and examine
the complexity of inter-causal relations in cognitive maps. To
compute the consistency and coverage measures we used the
formulas in [11], [12].

3) Research process: The analysis started with collecting
histogram information through the cognitive maps for each
causal relation. As we know the range of strengths of causality
is from −3 to 3, a frequency on each strength value for a
particular causal relationship was counted (that is, for example,
[2, 5, 1, 47, 3, 4, 0] for [−3,−2,−1, 0, 1, 2, 3] means that two
individuals had −3, five individuals had −2 and so on).
In this way, the causal relationships were identified whether
they are positive (zero frequency of −3,−2,−1 and 0) or
negative (zero frequency of 1, 2, 3 and 0). This task was to
examine the inter-causal relationships in a map, where ”Inter-
causal” refers to one causal relationship causing another one.
Accordingly, we first established two assumptions (H1 & H2)
to determine which causal relations have significant effects on
other relationships in the cognitive maps.

H1: If Ci → Cj is positive then Cp → Cq is positive

H2: If Ci → Cj is negative then Cp → Cq is negative

Where, C with a subscript indicates a particular element, and
Ci → Cj and Cp → Cq implies two different causal relations
for i, j, p, and q (i 	= p and j 	= q) in a map.

To evaluate these hypotheses, the analysis was conducted
in the framework of fuzzy sets. Unlike classical sets, fuzzy sets
are sets whose elements have degrees of membership. Usually,
a fuzzy set is characterized by a membership function [13], for
example, trapezoidal membership function. In our analysis, we
first produced membership values from the collected histogram
information using the trapezoidal membership function. These
memberships were based on linguistics levels positive and
negative (to be tested hypotheses). From the definition of
trapezoidal membership function in [14], each input vector was
designed using expert knowledge as (0, 1, 3, 3) for positive
memberships, and (-3, -3, -1, 0) for negative memberships,
as a representation of the trapezoidal fuzzy number by its
significant values. Once the all memberships were generated,
consistency and coverage scores were computed. To simplify
and evaluate the tested hypotheses, together with ideal consis-
tency (= 1) and reasonable coverage values (between 0.25 and
0.65) were considered. Addition to that, we examined the cases
which have ideal consistency and ideal coverage supporting the
assumptions. Hence, we identified the most clear and strong
inter-causal relationships which being in the cognitive maps.

III. RESULTS AND DISCUSSION

The results obtained with this study have identified the
essential causal relations which have been affected by other
causalities in the cognitive maps, emerging with H1 and H2

based on set-theoretic scores. There is clear evidence that
some relations have frequently affected other relationships to
determine whether it is positive or negative. Accordingly, it
is obvious that which causal relations play a vital role in
the causal framework. Besides these, we have found several
ideal inter-causal relationships (consistency = 1, coverage = 1)
which are significant under H2. This finding corroborates with
Ragin’s definitions in [8], [11], who suggested that consistency

(A ⇒ B) = 1 means A ⊆ B and coverage (B ⇒ A) = 1
means B ⊆ A. For example, we first found that perfect
consistency and coverage on (C1 → C2) ⇒ (C3 → C4) and
then also on (C3 → C4) ⇒ (C5 → C6). This verification en-
dorses the approach used in this investigation to evaluate causal
relations. Notice that, C with each subscription represents an
element in strategic points of view in the maps. To sum up, we
were able to discover the specific patterns of the inter-causal
relations and examine their roles in cognitive maps apart from
the implication of the use of fuzzy set-theoretic approaches in
the causality analysis.

IV. CONCLUSION

In this study, we explore the relationships from particular
causal relations to other specific causal relations (inter-causal
relationships) as causes and effects in the cognitive structures
based upon the managerial cognition in a strategic point of
views. To the best our knowledge, this is the first study that
examines the inter-causal relations in organization cognitive
maps. We also introduce a novel method for scrutinizing and
expressing the inter-causal relationships in a meaningful way
from causal maps using fuzzy set theoretic consistency and
coverage scores measuring through the histogram information.
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Abstract— This paper proposes an approach for identifying 
the digital transformation factors that influence an economic 
performance of a company most effectively in the short term. 

Keywords— digital transformation; text mining, cluster analysis 

Over the past decade, worldwide interest in digital business 
transformation has grown significantly. In fact, the main goal 
of digital transformation is the modernization of a company's 
business processes and the transfer of business to a 
qualitatively new level with the help of new technologies [1-2]. 
The purpose of the study is to identify the digital 
transformation factors that influence an economic performance 
of a company most effectively in the short term. We used 
Gartner IT Glossary [3] to select the digital transformation 
factors. Following the selection, a dictionary was compiled, 
consisting of 199 terms. 

94023 documents from LexisNexis database [6] and 6008 
from EBSCOhost database [5] documents related to the 2016-
2017 period were analyzed concerning applied technologies for 
40 companies. 

The preliminary results of the analysis allow us to draw the 
following conclusions: 

As leaders in terms of the mentions number in 2016-2017 
one can consider such terms as virtual reality (about 10,000 
mentions), the Internet of things, cloud services and 5G 
technology. Artificial intelligence and machine learning are the 
last of top-10 list.  

The absolute leader in the number of companies that 
mentioned the technology was the Internet of Things, which 
was mentioned by all 40 companies reviewed in the study. 
Next come 3D technologies, artificial intelligence, machine 
learning and virtual reality – 39 companies. 

The most innovative companies in terms of the number of 
technologies applied are IBM (the undisputed leader – 73 
technologies), SAP (69 technologies), Oracle, Microsoft and 
Cisco (67, 63 and 61, respectively). WorkDay, a company that 
makes ERP systems, Fiat Chrysler and ServiceNow with 20 or 
less technologies, became anti-leaders. The Russian company 
Sberbank was interested in 29 technologies according to the 
collected data. 

Cluster analysis of companies using different technologies 
allowed forming 4 clusters. The greatest influence on the 
clusters identification had the presence of the following 
technologies in the companies: 4G, 5G, Big Data, Biometric, 
Blockchain, Bots, Data Center, Data Processing, SaaS, Smart 
City. The analysis showed that there is no direct correlation 
between membership in a cluster and the level of revenue / 
profit of the company. Thus, the use of advanced digital 
technologies is insufficient for the successful digital 
transformation. 
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Abstract—This paper studies an optimal saving model in
the possibilistic context defined by an expected utility operator.
Among the results of the paper, we mention an approximation
formula of the optimal saving level and a sufficient condition such
that the presence of a possibilistic risk to lead to an increase in
optimal saving.

I. INTRODUCTION

The optimal saving is a topic studied by Drèze and
Modigliani [6], Leland [14] and Sandmo [15]. They introduced
the notion of precautionary saving to measure the effect of
probabilistic risk on the optimal saving and they showed that if
the third derivative of the consumer’s utility function is positive
then the precautionary saving is positive. In [13], Kimball
connects the precautionary saving with a notion of ”consumer
prudence”, expressed by the prudence index associated with a
utility function. The expected utility operators introduced in [9]
allow to define a general notion of possibilistic expected utility
which comprises the already existing ones. This paper studies
an optimal saving model in the possibilistic context defined by
an expected utility operator. The model in the paper extends the
one from [3] and, by particularization, other concrete models
of optimal saving can be obtained. Among the results of the
paper, we mention an approximation formula of the optimal
saving level and a sufficient condition such that the presence
of a possibilistic risk to lead to a increase in optimal saving.

II. EXPECTED UTILITY OPERATORS AND D-OPERATORS

The classical von Neumann-Morgenstern (=EU-theory) is
the framework in which the topics of probabilistic risk have
been developed. The notion of expected utility lies in the
center of this EU -theory: if X is a random variable and
u : R → R is a continuous utility function then the mean
value M(u(X)) of the random variable u(X) is the expected
utility associated with X and u. To define a possibilistic
expected utility we need three entities: a)a weighting function
f : [0, 1] → R (f is a non-negative and increasing function

that satisfies
∫ 1

0
f(γ)dγ = 1); b)a fuzzy number A with the

level sets [A]γ = [a1(γ), a2(γ)], γ ∈ [0, 1]; c)a utility function
u : R → R of class C2.

In monograph [9] there are defined two notions
of possibilistic expected utilities: E1(f, u(A)) =
1
2

∫ 1

0
[u(a1(γ)) + u(a2(γ))]f(γ)dγ (2.1) E2(f, u(A)) =∫ 1

0
[ 1
a2(γ)−a1(γ)

∫ a2(γ)

a1(γ)
u(x)dx]f(γ)dγ (2.2)

Particularizing u(x) in formulas (2.1) and (2.2) we find
some indicators associated with the fuzzy number A.

We will recall from [9], [10], [11] the definition of expected
utility operators, some of their properties and some examples.
Let F be the set of fuzzy numbers and C(R) the set of
continuous functions from R to R. Let U be a subset of
C(R) satisfying the following properties: (U1) U contains the
constant functions and first and second degree polynomial
functions; (U2) If a, b ∈ R and g, h ∈ U then ag+bh ∈ U . For
any a ∈ R, we denote by ā : R → R the function ā(x) = a,
for any x ∈ R. We fix a family U with the properties (U1),
(U2) and a weighting function f : R → R.

Definition 2.1: [10] An (f -weighted) expected utility oper-
ator is a function T : F ×U → R such that for any a, b ∈ R,
g, h ∈ U and A ∈ F the following conditions are fulfilled:

(a) T (A, 1R) = Ef (A);(b) T (A, ā) = a;(c) T (A, ag +
bh) = aT (A, g) + bT (A, h);d) g ≤ h implies T (A, g) ≤
T (A, h).

Several times in the paper we will write T (A, g(x)) in-
stead of T (A, g). The T -variance V arT (A) associated with
an expected utility operator T is defined by V arT (A) =
T (A, (x− Ef (A))

2).

Example 2.2: Let T1 : F × C(R) → R defined by

T1(A, g) =
1
2

∫ 1

0
[g(a1(γ)) + g(a2(γ))]f(γ)dγ = E1(f, g(A))

for any g ∈ C(R) and for any fuzzy number A whose level
sets are [A]γ = [a1(γ), a2(γ)], γ ∈ [0, 1].

Example 2.3: Let T2 : F × C(R) → R defined

by T2(A, g) =
∫ 1

0
[ 1
a2(γ)−a1(γ)

∫ a2(γ)

a1(γ)
g(x)dx]f(γ)dγ =

E2(f, g(A)) for any g ∈ C(R) and for any fuzzy number
A whose level sets are [A]γ = [a1(γ), a2(γ)], γ ∈ [0, 1].

Let g(x, λ) : R2 → R be a real function in the arguments
x and λ. With respect to such a function g(x, λ) we consider
the following properties: (i) g(x, λ) is continuous with respect
to x and partially derivable with respect to parameter λ; (ii)

For any parameter λ ∈ R, the function
∂g(.,λ)

∂λ : R → R is
continuous.

Definition 2.4: [11] An expected utility operator T :
F × C(R) → R is derivable with respect to parameter
λ (shortly, T is a D-operator) if for any fuzzy number
A and for any function g(x, λ) with the properties (i) and
(ii), the following axioms are verified: (D1) The function
λ �−→ T (A, g(., λ)) is derivable (with respect to λ); (D2)

T (A, ∂g(.,λ)
∂λ ) = d

dλT (A, g(., λ)).

Proposition 2.5: [11] The expected utility operators from
Examples 2.2 and 2.3 are D-operators.



III. THE T -MODEL OF OPTIMAL SAVING

In this section we will define a model of optimal saving
inside EU -theory associated with an expected utility operator.
Our construction has as a starting point the probabilistic model
of precautionary saving from [8], p.95 and the possibilistic
model of optimal saving from [3].To fix ideas, we will briefly
present the probabilistic model from [8]. This is a two-period
consumption model, defined by the following entities:a)two
utility functions u(y) and v(y): u(y) is the consumer’s utility
function in the first period 0, and v(y) is the consumer’s
utility function in the second period 1; b)in period 0 there is a
sure income y0, and in period 1 there is an uncertain income
described by a random variable ỹ;c)s is the level of saving for
period 0; to face the risk in period 1, the consumer transfers
to this period a part s of y0;d)r is the interest rate for saving.
The utility functions u and v are of class C2 and fulfill the
conditions u′ > 0, v′ > 0, u′′ < 0, v′′ < 0. The consumer
wishes to choose that value s maximizing the following total
utility function:

U(s) = u(y0 − s) +M(v((1 + r)s+ ỹ0)) (3.1)

The transformation of the above model in a possibilistic
one is done by: a)the uncertain income from period 1 will
no longer be a random variable ỹ, but a fuzzy number A;
b)to define the total utility of the model it is necessary to
have a concept of ”possibilistic expected utility”. Using this
thesis, we will define an optimal saving model in the context
offered by the expected utility operators.We fix a weighting
function f : [0, 1] → R and an expected utility operator T . The
possibilistic optimal saving model associated with T has the
following initial data: a)two utility functions u and v, verifying
the conditions from the probabilistic model;b)a sure income in
period 0 and an uncertain income in period 1, described by a
fuzzy number A whose level sets are [A]γ = [a1(γ), a2(γ)],
γ ∈ [0, 1];c)s is the level of saving for period 0;d)r is the
interest rate for saving. The total utility function of the model
will be: VT (s) = u(y0 − s) + T (A, v((1 + r)s + y)) (3.2)
One notices the way the definition of VT (s) is inspired from
(3.1): instead of M(v((1 + r)s+ ỹ)) appears the generalized
possibilistic expected utility T (A, v((1+ r)s+ y)). In case of
the model described above, the consumer will choose the level
of s resulted from solving the following optimization problem:
max

s
VT (s) (3.3)

To study the existence and the properties of the solutions
of (3.3), we will assume that T is a D-operator.

Proposition 3.1: If T is a D-operator then (i) V ′
T (s) =

−u′(y0 − s) + (1 + r)T (A, v′((1 + r)s + y));(ii) V ′′
T (s) =

u′′(y0 − s) + (1 + r)2T (A, v′′((1 + r)s + y)); (iii) VT is a
concave function.

By the previous proposition, we can consider the solution
s∗T of the optimization problem (3.3). Taking into account
Proposition 3.1(i), the first-order condition associated with the
optimization problem (3.3) will be written as: u′(y0 − s) =
(1 + r)T (A, v′((1 + r)s+ y)) (3.4) We will assume now that
the supplementary condition is fulfilled: v is of class C3. Then
the first-order condition (3.4) will be written as:

u′(y0 − s) ≈ (1 + r)[v′((1 + r)s + Ef (A)) +
1
2v

′′′((1 +
r)s+ Ef (A))V arT (A)] (3.5)

The solution s∗T of the optimization problem (3.3) will be
called the T -optimal saving, and the above model will be called
the T -model of optimal saving.

Proposition 3.2: An approximate value of
s∗T is given by the following formula: s∗T ≈
u′(y0)−(1+r)[v′(a)+ 1

2 v
′′′(a)V arT (A)]

u′′(y0)+(1+r)2[v′′(a)+ 1
2 v

iv(a)V arT (A)]
(3.6) where a = Ef (A).

The approximation formula (3.6) can be written as: s∗T ≈
u′(y0)−(1+r)T (A,v′)

u′′(y0)+(1+r)2T (A,v′′) (3.7) In the above model of T -optimal

saving risk appears in the second period as the fuzzy number
A. We will modify the model of T -optimal saving in the
following way: in period 1, the income will be the possibilistic
expected value Ef (A). The other parameters of the first model
will be kept for the second one. Then the total utility function
of the second model will be: W (s) = u(y0−s)+v((1+r)s+
Ef (A)) (3.8) and the optimization problem will be: max

s
W (s)

(3.9) We can consider the solution s∗ of the optimization
problem (3.9). The first-order condition W ′(s∗) = 0 will be
written as: u′(y0− s∗) = (1+ r)v′((1+ r)s∗+Ef (A)) (3.10)
The difference s∗T − s∗ will be called T -precautionary saving.
This indicator measures the variation of optimal saving when
we pass from the model without risk (3.9) to the model with
risk (3.3). In other words, the T -precautionary saving s∗T − s∗
shows to which extent the optimal saving level increases or
decreases in the presence of possibilistic risk A.

Proposition 3.3: Assume that v is of class C3. If v′′′ ≥ 0
then s∗T − s∗ ≥ 0.
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Abstract— This study tests the adaptive market hypothesis
(AMH). Two different methods, namely Generalized Spectral (GS)
and Dominguez-Lobato (DL) test are used to analyze AMH in the
case of seven main digital currencies; Ripple, Bitcoin, Ethereum,
Monaro, Tether, Litecoin, and Steller over the sample period of
2013 — 2018. This study adopts an extremely important category
of martingale difference hypothesis (MDH), which uses non-linear
methods of dependencies for identifying changing linear and non-
linear dependence in the price movement of currencies. The results
indicate that price movements with linear and nonlinear
dependences varies over time. We find that Bitcoin, Ethereum,
Monaro and Litecoin have the longest efficiency periods. We also
find that depending on market conditions, different market
periods have significant impact on prices fluctuations of
cryptocurrencies. Therefore, our findings suggest to use Adaptive
market hypothesis (AMH) for testing efficiency of digital currency
market as predicting changes in prices over time must take into
account the time-varying market conditions for improving the
efficiency of forecasting.

Keywords— adaptive market hypothesis; digital currencies;
market efficiency

I. INTRODUCTION

Innovations are significant contributors of economic
advancement and they bring better solutions to market with the
help of latest financial innovations (Kristoufek, 2013). Today,
digital currencies propose an updated design of existing
procedure of financial system. As it enables all internet users to
exchange information, which is nearly cost free (Glaser, et al.,
2014). Thus, digital currency transactions are gaining media
attention due to its unique strands and rapid progression in recent
years. Academic interests in anonymous electronic payments
started from early 1980s, and Digital cash, the first digital
currency was introduced in 1990, which offered reduction in
transaction cost with anonymity by cryptographic procedures
(Briére et al., 2015). This anonymous electronic monetary
system was primarily introduced by Nakamoto (2008) who
designed cryptocurrency based on block-chain technology,
termed Bitcoin and launched the software that lead to the
spectacular development of bitcoin network. Cryptocurrencies
are decentralized form of digital currencies, which requires
encryption to authenticate transactions (Buchholz et al., 2012).

For cryptocurrency markets, a large body of researchers
analyzed the weak form of Efficient Market hypothesis
(hereafter EMH) of Fama (1970), mostly in case of Bitcoin
Market. However, over the efficiency of cryptocurrency
markets, a controversy exists between opponents and proponents
of the EMH. For instance, Bariviera (2017), Nadarajah and Chu
(2017), and Tiwari et al., (2018) concluded that the Bitcoin
market is almost competent as it reflects all known information.
In contrast, Al Yahyaee et al., (2018), Cheah et al., (2018),
Urquhart (2017), and Urquhart and McGroarty (2016) presented
skeptical empirical findings that do not support the EMH for
Bitcoin market. One of the main reason of this controversy is
that competence of cryptocurrencies’ prices varies over time.
Grossman and Stiglitz (1980) contributed in literature by giving
a hypothetically convincing argument that the presence of a
competent market is impossible, because if the prices reflect all
available information, then investors would not be concerned
about costly acquisition of information. The Adaptive Market
Hypothesis (hereafter AMH) was introduced by Lo (2004) to
allow market efficiency and inefficiencies to exist in a logically
consistent way. The market efficiency evolves over time in
AMH in contrast to EMH. Lo (2004) analyzed the time-varying
feature of efficiency and determined that AMH is more reliable
method  than  EMH  as  it  states  that  human  errors  can  lead  to
arbitrage prospects to exist in specific time periods and these
prospects vanish once they are exploited. Likewise, Kurihara
and Fukushima (2017) examined the calendar anomalies in
digital currencies and found strong evidences against EMH by
documenting significant day-of-the-week impact. Albeit, they
anticipate that by an increase in trading volume and transactions,
the digital currency will be more informationally efficient.
Several researchers have also analyzed the AMH on different
asset classes and in stock market for example: stocks by
Urquhart and McGroarty (2016) and Kim et al. (2011);
currencies by Cialenco & Protopapadakis (2011) and Neely et
al. (2009) and reported that AMH is an efficient predictor.
Cryptocurrencies have become an area of interest for the media,
investors and regulators. Practitioners and government
authorities appreciate some of their features, such as
independence from sovereign authorities and technological
innovation. Interestingly, many cryptocurrencies offer
outstanding price growth in relatively short periods, exceeding
hundred percent levels (Kristoufek, 2013), but with extreme
volatility (Chu et al., 2017; Urquhart, 2017; Katsiampa, 2017;
Kristjanpoller and Minutolo, 2018). Importantly, there has been



a remarkable rise in their market value and the number of
transactions. For example, Bitcoin’s market value exceeded
250$ billion at the beginning of 2018 and trading volume for the
same year reached $2 trillion. Increases in prices and trading
activities are seen in other leading cryptocurrencies such as
Litecoin and Ethereum. From early 2017 to December 2017, the
overall market value of all cryptocurrencies spiked from $18
billion to around $600 billion (Bouri et al., 2018).

In this study, first, we determine the efficiency of AMH for
seven digital currencies, namely Ripple, Bitcoin, Ethereum,
Monaro, Tether, Litecoin, and Steller. Second, we applied
Generalized Spectral (GS) test of Escanciano and Velasco
(2006) and Dominguez-Lobato (DL) test of Domínguez and
Lobato (2003) to examine martingale difference hypothesis
(MDH) and identify changing linear and non-linear
dependencies in the selected cryptocurrencies’ price
movements.
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Abstract—This work in progress concentrates on pairs 
trading strategies and specifically on enhancing the performance 
of selected pairs trading strategies by using machine learning. 
The main idea put to action is the optimization of selected 
parameters of pairs trading strategies by fitting them to data in 
various ways. The parameters include, for example, the upper 
and lower trigger distances (or spreads) from the equilibrium, 
the length of time windows used in the formation period, and the 
length of time windows used in trading period according to the 
fitted strategy. Also strategies with a rolling time window used 
for constant formation (parameter refitting) are studied. The 
work will also discuss optimizing triggers for stop-loss limits and 
the possible consequences of transaction costs and thin trading on 
the performance of pairs-trading strategy. 

The focus is on Nordic markets and pairs from the Norwegian 
and the Finnish stocks are used as test-examples. Data from 
selected pairs of stocks from Norwegian companies active in the 
fishery industry and from Finnish companies with two series 
(dual class) of stocks is used. The results from the fitted strategies 
are compared against simple benchmark strategies from previous 
literature under both growth and recession periods, and periods 
with high volatility. 
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